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#### Abstract

. We study the perturbation theory for the eigenvalue problem of a formal matrix product $A_{1}^{s_{1}} \cdots A_{p}^{s_{p}}$, where all $A_{k}$ are square and $s_{k} \in\{-1,1\}$. We generalize the classical perturbation results for matrices and matrix pencils to perturbation results for generalized deflating subspaces and eigenvalues of such formal matrix products. As an application we then extend the structured perturbation theory for the eigenvalue problem of Hamiltonian matrices to Hamiltonian/skew-Hamiltonian pencils.
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## 1 Introduction.

The perturbation theory for eigenvalues, eigenvectors and deflating subspaces of matrices and matrix pencils is well established, see the monograph [33] for the classical theory and further references. In this paper we extend some of these results to formal matrix products $A_{1}^{s_{1}} \cdots A_{p}^{s_{p}}$ for a given set of $p$ square matrices $A_{1}, \ldots, A_{p} \in \mathbb{C}^{n \times n}$ and $p$ parameters $s_{1}, \ldots, s_{p} \in\{-1,1\}$. Here if $s_{j}=-1$ the inverse of the matrix $A_{j}$ is not required to exist but the inverse is considered only formally to simplify the notation. Our interest in such matrix products arises from applications in the computation of deflating subspaces of Hamiltonian/skew-Hamiltonian pencils, see [2,3], and from the computation of the periodic Schur decomposition introduced in [9, 17]. Other applications of such formal products of matrices are monodromy relations arising for instance in discrete-time periodic (descriptor) systems $[1,8,23,34]$. For $A_{1}^{s_{1}} \cdots A_{p}^{s_{p}}$ and $s_{1}, \ldots, s_{p} \in\{-1,1\}$ as described, it is known [9, 17] that there exist $p$ unitary

[^0]matrices $Q_{1}, \ldots, Q_{p} \in \mathbb{C}^{n \times n}$ such that for $Q_{p+1}:=Q_{1}$ and
\[

$$
\begin{equation*}
q_{k}=\frac{1-s_{k}}{2}, \quad k=1, \ldots, p \tag{1.1}
\end{equation*}
$$

\]

all the matrices

$$
R_{k}=Q_{k+q_{k}}^{H} A_{k} Q_{k+1-q_{k}}= \begin{cases}Q_{k}^{H} A_{k} Q_{k+1} & s_{k}=1  \tag{1.2}\\ Q_{k+1}^{H} A_{k} Q_{k} & s_{k}=-1\end{cases}
$$

are upper triangular for $k=1, \ldots, p$. Such a form is called periodic Schur form of a formal product.

The periodic Schur form is the generalization of the usual Schur form for a square matrix $A$ or the generalized Schur form for a square matrix pencil $A-\lambda B$, which are the special cases with $p=1, s_{1}=1$, and $p=2$ and $s_{1}=1, s_{2}=-1$ or $s_{1}=-1, s_{2}=1$, respectively.
Numerical methods for computing the periodic Schur decomposition (1.2) were introduced in $[9,17]$. These methods, the periodic $Q R$ algorithm and periodic QZ algorithm are direct generalizations of the QR and QZ algorithms, e.g., [13, 15, 28, 35].
If all the matrices $A_{k}$ corresponding to $s_{k}=-1$ are nonsingular, then for

$$
\begin{align*}
B_{1} & =A_{1}^{s_{1}} \cdots A_{p}^{s_{p}}, \ldots \\
B_{k} & =A_{k}^{s_{k}} \cdots A_{p}^{s_{p}} A_{1}^{s_{1}} \cdots A_{k-1}^{s_{k-1}}, \quad \cdots  \tag{1.3}\\
B_{p} & =A_{p}^{s_{p}} A_{1}^{s_{1}} \cdots A_{p-1}^{s_{p-1}},
\end{align*}
$$

the periodic Schur form (1.2) simultaneously gives the Schur forms of $B_{1}, \ldots, B_{p}$. In fact from (1.2) we have $R_{k}^{s_{k}}=Q_{k}^{H} A_{k}^{s_{k}} Q_{k+1}$, which leads to

$$
\begin{equation*}
Q_{k}^{H} B_{k} Q_{k}=R_{k}^{s_{k}} \cdots R_{p}^{s_{p}} R_{1}^{s_{1}} \cdots R_{k-1}^{s_{k-1}} \tag{1.4}
\end{equation*}
$$

for $k=1, \ldots, p$. Observe that in this case all matrices $B_{k}$ are similar and hence have equal spectra.
It follows that the periodic Schur form is related to the eigenvalue problem for the matrices $B_{1}, \ldots, B_{p}$. But the periodic Schur form is more general, since it always exists, regardless of the singularity of the matrices $A_{k}$.

In theory, if all the matrices with negative exponent are nonsingular, then the solution of the eigenvalue problem for $B_{k}$ can be obtained by the QR algorithm [15] applied to the explicitly formed product $B_{k}$. However, it is well-known that by forming the product the rounding errors, ill-conditioned inverses and subtractive cancellation may lead to a computed product matrix $B_{k}$ which is nowhere close to the exact formal product. Another problem is that if all Schur forms of $B_{k}$ are needed, explicitly updating all $B_{k}$ may be very expensive. For this reason, in $[9,17]$ the periodic QR algorithm was suggested that allows to compute eigenvalues and invariant subspaces of $B_{k}$ simultaneously without forming the product. Algorithms to compute the products $B_{k}$ without forming inverses were introduced in [1].

In this paper we discuss the perturbation analysis of the eigenvalue problem for the formal products $B_{k}$ based on perturbations in the separate factors. The analysis can be viewed as generalization of the usual perturbation theory for eigenvalue problems, see e.g., [33].

We consider the formal product as a map acting on matrix tuples $\mathbf{A}=$ $\left(A_{1}, \ldots, A_{p}\right)$ in the linear space $\underbrace{\mathbb{C}^{n \times n} \times \ldots \times \mathbb{C}^{n \times n}}_{p}$. The signs $s_{j}$ are combined in a sign tuple $s:=\left(s_{1}, \ldots, s_{p}\right)$.
The connection between the matrix tuples $\left(A_{1}, \ldots, A_{p}\right)$ and $\left(B_{1}, \ldots, B_{p}\right)$ in (1.3) allows to define the eigenstructure corresponding to $\mathbf{A}$. Let $\mathbf{A}$ have a periodic Schur form (1.2). Let the diagonal elements of $R_{k}$ be $r_{11 ; k}, \ldots, r_{n n ; k}$ for $k=1, \ldots, p$. To define the eigenvalues of $\mathbf{A}$, we only consider the case that for any $j \in\{1, \ldots, n\}$ there are no integers $k_{1}, k_{2}$ with $s_{k_{1}} s_{k_{2}}=-1$ such that $r_{j j, k_{1}}=r_{j j, k_{2}}=0$. If this is the case, then we say that $\mathbf{A}$ is a regular tuple, generalizing the concept of regularity for matrix pencils. In this paper we only discuss regular tuples.
For an integer $j \in\{1, \ldots, n\}$, if all $r_{j j ; k}$ corresponding to $s_{k}=-1$ are nonzero then $\lambda_{j}:=r_{j j ; 1}^{s_{1}} \cdots r_{j j ; p}^{s_{p}}$ is a finite eigenvalue of $\mathbf{A}$ associated with the sign tuple $s$.

If all $r_{j j ; k}$ corresponding to $s_{k}=1$ are nonzero and some $r_{j j ; k}$ corresponding to $s_{k}=-1$ is zero then $\mathbf{A}$ has an infinite eigenvalue $\lambda_{j}:=\infty$.

The spectrum of $\mathbf{A}$, i.e., the set of eigenvalues of $B_{k}$ including the infinite eigenvalue is denoted by $\Lambda(\mathbf{A})$.
Let nonzero vectors $u_{1}, \ldots, u_{p}$ and scalars $\alpha_{1}, \ldots, \alpha_{p}$ satisfy

$$
\begin{equation*}
A_{k} u_{k+1-q_{k}}=\alpha_{k} u_{k+q_{k}}, \quad k=1, \ldots, p \tag{1.5}
\end{equation*}
$$

with $u_{p+1}=u_{1}$. Consider unitary matrices $Q_{k}, k=1, \ldots, p$, such that $Q_{k} e_{1}=$ $\frac{1}{\tau_{k}} u_{k}$, where $\tau_{k}=\sqrt{u_{k}^{H} u_{k}}$ and $e_{1}$ is the first unit vector. Then we obtain from (1.5) that

$$
Q_{k+q_{k}}^{H} A_{k} Q_{k+1-q_{k}}=\left[\begin{array}{cc}
\frac{\alpha_{k} \tau_{k+q_{k}}}{\tau_{k+1-q_{k}}} & a_{k}^{H} \\
0 & \tilde{A}_{k}
\end{array}\right], \quad k=1, \ldots, p,
$$

with index $q_{k}$ as in (1.1). If for all $s_{k}$ with $s_{k}=-1$ we have $\alpha_{k} \neq 0$, then

$$
\lambda:=\prod_{k=1}^{p}\left(\frac{\alpha_{k} \tau_{k+q_{k}}}{\tau_{k+1-q_{k}}}\right)^{s_{k}}=\prod_{k=1}^{p}\left(\frac{\tau_{k}}{\tau_{k+1}}\right) \alpha_{k}^{s_{k}}=\prod_{k=1}^{p} \alpha_{k}^{s_{k}}
$$

is a finite eigenvalue of $\mathbf{A}$. Moreover, if for all $s_{k}$ with $s_{k}=1$ we have $\alpha_{k} \neq 0$ and there exists some $k$ with $s_{k}=-1$ and $\alpha_{k}=0$, then $1 / \lambda=0$ and $\lambda$ is an infinite eigenvalue. In this sense we call a vector tuple $\mathbf{u}=\left(u_{1}, \ldots, u_{p}\right)$ satisfying (1.5) with $u_{k} \neq 0$ for $k=1, \ldots, p$ a right eigenvector of $\mathbf{A}$ corresponding to the eigenvalue $\lambda$. As we will see in Section 2 the restriction that $u_{k} \neq 0$ identifies the eigenvector. If vectors $u_{k}=0$ are allowed, then there may be many vectors $\mathbf{u}$ satisfying (1.5). This is a major difference between the classical eigenvalue problem and that for formal matrix products.
EXAMPLE 1.1. Let $p=2, s_{1}=s_{2}=1$ and $A_{1}=A_{2}=\left[\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right]$. Then for $u_{1}=u_{2}=e_{1}$,

$$
A_{1} u_{2}=0 \cdot u_{1}, \quad A_{2} u_{1}=u_{2}
$$

which implies that $\left(e_{1}, e_{1}\right)$ is the eigenvector corresponding to the eigenvalue 0. However, if zero vectors are allowed then $u_{1}=0, u_{2}=e_{1}$ also satisfy

$$
A_{2} u_{2}=0 \cdot u_{1}, \quad A_{2} u_{1}=0 \cdot u_{2}
$$

In order to define deflating subspaces, let $Q_{k}=\left[U_{k}, V_{k}\right]$ be a unitary matrix such that

$$
Q_{k+q_{k}}^{H} A_{k} Q_{k+1-q_{k}}=\left[\begin{array}{cc}
C_{k} & F_{k}  \tag{1.6}\\
0 & D_{k}
\end{array}\right]=: T_{k}
$$

where $C_{k} \in \mathbb{C}^{m \times m}$ and $U_{k} \in \mathbb{C}^{n \times m}$ for $k=1, \ldots, p$. Then

$$
A_{k} U_{k+1-q_{k}}=U_{k+q_{k}} C_{k}, \quad k=1, \ldots, p
$$

and we call the space spanned by the columns of $\mathbf{U}=\left(U_{1}, \ldots, U_{p}\right)$ a right generalized deflating subspace of $\mathbf{A}$ associated with the sign tuple $s$ corresponding to the spectrum $\Lambda(\mathbf{C})$. Again, if all products $B_{k}, k=1, \ldots, p$ in (1.3) are well defined, then from (1.4) for each $k$, the columns of $U_{k}$ span an orthonormal basis of the invariant subspace of $B_{k}$ corresponding to the eigenvalues of $C_{k}^{s_{k}} \cdots C_{p}^{s_{p}} C_{1}^{s_{1}} \cdots C_{k-1}^{s_{k-1}}$.
In this paper we derive the perturbation theory for the eigenvalues and deflating subspaces of formal products $\mathbf{A}$. Some of these results extend the classical perturbation theory for matrices and matrix pencils. We will first study perturbations of generalized deflating subspaces, followed by perturbation results for the eigenvalues. These results will be contained in Section 2. Some numerical examples indicating how these bounds work in practice are given in Section 3. As an application, we then study the perturbation theory for Hamiltonian/skewHamiltonian pencils under structured perturbations in Section 4.

We use $\|\cdot\|$ to denote the spectral norm. The smallest singular value of a matrix $A$ is denoted by $\sigma_{\min }(A)$. Throughout this paper we identify $k$ and $k \bmod p$. We will always use $\prod_{k=i}^{j} A_{k}^{s_{k}}=A_{i}^{s_{i}} A_{i+1}^{s_{i+1}} \ldots A_{j}^{s_{j}}$ for $i \leq j$, i.e., the product is formed in increasing order of $k$. If $i>j$ then $\prod_{k=i}^{j} A_{k}^{s_{k}} \equiv I$. We will also use the formal inverse $\left(\prod_{k=i}^{j} A_{k}^{s_{k}}\right)^{-1}$ to represent $A_{j}^{-s_{j}} \ldots A_{i}^{-s_{i}}$ for $i \leq j$. When $i>j$ then $\left(\prod_{k=i}^{j} A_{k}^{s_{k}}\right)^{-1}=I$. Finally we denote by $A \otimes B=\left[a_{i j} B\right]$ the Kronecker product of matrices $A$ and $B$ and for a matrix $Z=\left[z_{1}, \ldots, z_{n}\right]$ the operation ' $V$ ec' is defined via $\operatorname{Vec}(Z)=\left[z_{1}^{T}, \ldots, z_{n}^{T}\right]^{T}$.

## 2 Perturbation Theory for Generalized Deflating Subspaces and Eigenvalues.

In this section we derive the perturbation theory for the eigenvalues and generalized deflating subspaces of formal matrix products. We restrict ourselves to the case that the matrix tuple $\mathbf{A}$ is regular. In the case of a nonregular tuple or a tuple that is close to a nonregular tuple, the computation of the generalized deflating subspaces may be an ill-posed problem. Nonregular matrix tuples or tuples close to nonregular tuples already pose a severe difficulty in the case of matrix pencils, see $[10,11,12,33]$.
For the perturbation analysis we will need the following linear transformation. Let $\mathbf{C}=\left(C_{1}, \ldots, C_{p}\right)$ be a tuple of $m \times m$ matrices with sign tuple $s=\left(s_{1}, \ldots, s_{p}\right)$ and let $\mathbf{D}=\left(D_{1}, \ldots, D_{p}\right)$ be another tuple of $l \times l$ matrices with the same sign tuple $s$. Define a linear transformation on matrix tuples
$\mathbf{X}=\left(X_{1}, \ldots, X_{p}\right) \in \underbrace{\mathbb{C}^{l \times m} \times \ldots \times \mathbb{C}^{l \times m}}_{p}$ via

$$
\begin{align*}
\Phi_{\mathbf{C}, \mathbf{D}}(\mathbf{X})=\left(D_{1} X_{2-q_{1}}-X_{1+q_{1}} C_{1},\right. & D_{2} X_{3-q_{2}}-X_{2+q_{2}} C_{2}, \ldots  \tag{2.1}\\
& \left.\ldots, D_{p} X_{p+1-q_{p}}-X_{p+q_{p}} C_{p}\right)
\end{align*}
$$

with $q_{k}$ as in (1.1). In the usual notation for linear operators, $\Phi_{\mathbf{C}, \mathbf{D}}$ is nonsingular if $\Phi_{\mathbf{C}, \mathbf{D}}(\mathbf{X})=0$ implies that $\mathbf{X}=0$, i.e., $X_{1}=\ldots=X_{p}=0$.
The following result can be viewed as a generalization of the classical existence result for homogeneous Sylvester equations [14]. It is one of the basic tools for the perturbation analysis.
Lemma 2.1. For matrix tuples $\mathbf{C}$ and $\mathbf{D}$ with the same sign tuple s, let $\Phi_{\mathbf{C}, \mathbf{D}}$ be defined as in (2.1). Then $\Phi_{\mathbf{C}, \mathbf{D}}$ is nonsingular if and only if $\mathbf{C}$ and $\mathbf{D}$ are regular and $\Lambda(\mathbf{C}) \cap \Lambda(\mathbf{D})=\emptyset$.
Proof. Suppose that we have the periodic Schur decompositions

$$
\begin{aligned}
U_{k+q_{k}}^{H} D_{k} U_{k+1-q_{k}} & =\tilde{D}_{k}, \quad k=1, \ldots, p, \\
V_{k+q_{k}}^{H} C_{k} V_{k+1-q_{k}} & =\tilde{C}_{k}, \quad k=1, \ldots, p,
\end{aligned}
$$

where all $\tilde{D}_{k}=\left[d_{i j ; k}\right]$ are upper triangular and all $\tilde{C}_{k}=\left[c_{i j ; k}\right]$ are lower triangular. The latter form can be easily obtained by simultaneously reordering the rows and columns of a periodic Schur form, where all factors are in upper triangular form. Set $\tilde{X}_{k}=U_{k}^{H} X_{k} V_{k}$ for $k=1, \ldots, p$. Then $\Phi_{\mathbf{C}, \mathbf{D}}(\mathbf{X})=0$ if and only if

$$
\Phi_{\tilde{\mathbf{C}}, \tilde{\mathbf{D}}}(\tilde{\mathbf{X}})=\left(\tilde{D}_{1} \tilde{X}_{2-q_{1}}-\tilde{X}_{1+q_{1}} \tilde{C}_{1}, \ldots, \tilde{D}_{p} \tilde{X}_{p+1-q_{p}}-\tilde{X}_{p+q_{p}} \tilde{C}_{p}\right)=0
$$

Let

$$
Z=\left[\begin{array}{cccc}
G_{1} & K_{1} & &  \tag{2.2}\\
& \ddots & \ddots & \\
& & \ddots & K_{p-1} \\
K_{p} & & & G_{p}
\end{array}\right]
$$

where for $k=1, \ldots, p$,

$$
\begin{array}{lll}
G_{k}=\tilde{C}_{k}^{T} \otimes I_{l}, & K_{k}=-I_{m} \otimes \tilde{D}_{k}, & \text { if } s_{k}=1 \\
G_{k}=I_{m} \otimes \tilde{D}_{k}, & K_{k}=-\tilde{C}_{k}^{T} \otimes I_{l}, & \text { if } s_{k}=-1
\end{array}
$$

and let $x=\left[\operatorname{Vec}\left(\tilde{X}_{1}\right)^{T}, \ldots, \operatorname{Vec}\left(\tilde{X}_{p}\right)^{T}\right]^{T}$. Then a simple calculation yields that $\Phi_{\tilde{\mathbf{C}}, \tilde{\mathbf{D}}}(\tilde{\mathbf{X}})=0$ if and only if $Z x=0$, i.e., $\Phi_{\mathbf{C}, \mathbf{D}}$ is nonsingular if and only if $Z$ is nonsingular. Since all matrices $\tilde{C}_{k}^{T}$ and $\tilde{D}_{k}$ are upper triangular, using the special block structure of $Z$, a straightforward calculation gives

$$
\operatorname{det} Z=\prod_{i=1}^{l} \prod_{j=1}^{m}\left(\prod_{k=1}^{p} \alpha_{i j ; k}-\prod_{k=1}^{p} \beta_{i j ; k}\right)
$$

where

$$
\begin{array}{lll}
\alpha_{i j ; k}=c_{j j ; k}, & \beta_{i j ; k}=d_{i i ; k} & \text { if } \quad s_{k}=1, \\
\alpha_{i j ; k}=d_{i i ; k}, & \beta_{i j ; k}=c_{j j ; k} & \text { if } \quad s_{k}=-1 .
\end{array}
$$

Hence $\operatorname{det} Z=0$ if and only if at least one of the terms $\prod_{k=1}^{p} \alpha_{i j ; k}-\prod_{k=1}^{p} \beta_{i j ; k}$ is zero. From the definitions of $\alpha_{i j ; k}$ and $\beta_{i j ; k}$ it is not difficult to see that this is the case if and only if either at least one of the two tuples $\mathbf{C}, \mathbf{D}$ is not a regular tuple or if $\Lambda(\mathbf{C}) \cap \Lambda(\mathbf{D}) \neq \emptyset$. $\quad \square$

After these general observations we study perturbations of generalized deflating subspaces.

### 2.1 Generalized deflating subspaces

Consider a regular matrix tuple $\mathbf{A}=\left(A_{1}, \ldots, A_{p}\right)$ with sign tuple $s=\left(s_{1}, \ldots, s_{p}\right)$ and suppose that there exist unitary matrices $Q_{k}=\left[U_{k}, V_{k}\right]$ with $U_{k} \in \mathbb{C}^{n \times m}$ that satisfy (1.6). The goal of the perturbation analysis is to analyze how much the subspace range $\mathbf{U}:=$ (range $U_{1}, \ldots$, range $U_{p}$ ) changes if we consider perturbed quantities $A_{k}+\Delta A_{k}, k=1, \ldots, p$. In order to get meaningful results, we consider only the case that the generalized deflating subspace is uniquely defined. The following lemma gives a sufficient condition for the uniqueness of the subspace.

Lemma 2.2. Consider a regular matrix tuple $\mathbf{A}$ with sign tuple s having the decomposition (1.6). If $\Lambda(\mathbf{C}) \cap \Lambda(\mathbf{D})=\emptyset$, then the generalized deflating subspace range $\mathbf{U}$ corresponding to $\Lambda(\mathbf{C})$ is unique.

Proof. Suppose there exists another tuple of unitary matrices $\tilde{Q}_{k}=\left[\tilde{U}_{k}, \tilde{V}_{k}\right]$ for which (1.6) also holds, i.e., for $k=1, \ldots, p$ we have

$$
\tilde{Q}_{k+q_{k}}^{H} A_{k} \tilde{Q}_{k+1-q_{k}}=\left[\begin{array}{cc}
\tilde{C}_{k} & \tilde{F}_{k}  \tag{2.3}\\
0 & \tilde{D}_{k}
\end{array}\right]=: \tilde{T}_{k},
$$

with $\Lambda(\tilde{\mathbf{C}})=\Lambda(\mathbf{C})$ and $\Lambda(\tilde{\mathbf{D}})=\Lambda(\mathbf{D})$. Let $W_{k}=\tilde{Q}_{k}^{H} Q_{k}=:\left[\begin{array}{ll}W_{11 ; k} & W_{12 ; k} \\ W_{21 ; k} & W_{22 ; k}\end{array}\right]$ for $k=1, \ldots, p$. Then the generalized deflating subspace is unique if and only if the tuple $\mathbf{W}_{21}:=\left(W_{21 ; 1}, \ldots, W_{21 ; p}\right)$ is the zero tuple. By (1.6) and (2.3) we have $\tilde{T}_{k} W_{k+1-q_{k}}=W_{k+q_{k}} T_{k}$, which implies that $\tilde{D}_{k} W_{21 ; k+1-q_{k}}=W_{21 ; k+q_{k}} C_{k}$ for $k=1, \ldots, p$. Since $\Lambda(\tilde{\mathbf{D}}) \cap \Lambda(\mathbf{C})=\emptyset$ by employing Lemma 2.1 we get $\mathbf{W}_{21}=0$. Hence the generalized deflating subspace is unique. $\square$
Suppose that the matrix tuple $\mathbf{A}$ is perturbed by $\Delta \mathbf{A}:=\left(\Delta A_{1}, \ldots, \Delta A_{p}\right)$ and set

$$
\hat{\mathbf{A}}:=\left(\hat{A}_{1}, \ldots, \hat{A}_{p}\right):=\left(A_{1}+\Delta A_{1}, \ldots, A_{p}+\Delta A_{p}\right) .
$$

We assume that $\mathbf{A}$ is in the form (1.6), i.e.,

$$
T_{k}=Q_{k+q_{k}}^{H} A_{k} Q_{k+1-q_{k}}=\left[\begin{array}{cc}
C_{k} & F_{k} \\
0 & D_{k}
\end{array}\right], \quad k=1, \ldots, p,
$$

where $C_{k} \in \mathbb{C}^{m \times m}$ for $k=1, \ldots, p$. Since the eigenvalues of $\mathbf{C}$ will also be perturbed, we consider an associated perturbed generalized deflating subspace of $\hat{\mathbf{A}}$ corresponding to eigenvalues near those of $\mathbf{C}$. This subspace is obtained as follows. Introducing

$$
\Delta T_{k}=Q_{k+q_{k}}^{H} \Delta A_{k} Q_{k+1-q_{k}}=:\left[\begin{array}{cc}
\Delta C_{k} & \Delta F_{k}  \tag{2.4}\\
E_{k} & \Delta D_{k}
\end{array}\right]
$$

we have

$$
\begin{align*}
\hat{T}_{k} & :=Q_{k+q_{k}}^{H} \hat{A}_{k} Q_{k+1-q_{k}}=\left[\begin{array}{cc}
C_{k}+\Delta C_{k} & F_{k}+\Delta F_{k} \\
E_{k} & D_{k}+\Delta D_{k}
\end{array}\right]  \tag{2.5}\\
& =:\left[\begin{array}{ll}
\hat{C}_{k} & \hat{F}_{k} \\
E_{k} & \hat{D}_{k}
\end{array}\right] .
\end{align*}
$$

If $\mathbf{V}:=\left(V_{1}, \ldots, V_{p}\right)$ is an orthonormal basis of a generalized deflating subspace of $\hat{\mathbf{T}}:=\left(\hat{T}_{1}, \ldots, \hat{T}_{p}\right)$, then $\left(Q_{1} V_{1}, \ldots, Q_{p} V_{p}\right)$ is an orthonormal basis of the associated generalized deflating subspace of $\hat{\mathbf{A}}$ corresponding to the same eigenvalues. In the following we therefore consider the perturbation analysis for $\mathbf{T}$ and $\hat{\mathbf{T}}$.
If the perturbations are sufficiently small, then we may simultaneously triangularize the matrices $\hat{T}_{1}, \ldots, \hat{T}_{p}$ via unitary matrices of the forms

$$
Y_{k}=\left[\begin{array}{cc}
I_{m} & X_{k}^{H}  \tag{2.6}\\
-X_{k} & I_{n-m}
\end{array}\right]\left[\begin{array}{cc}
H_{1, k} & 0 \\
0 & H_{2, k}
\end{array}\right]
$$

where $H_{1, k}=\left(I_{m}+X_{k}^{H} X_{k}\right)^{-\frac{1}{2}}$ and $H_{2, k}=\left(I_{n-m}+X_{k} X_{k}^{H}\right)^{-\frac{1}{2}}$ for $k=1, \ldots, p$. Here the matrix $A^{-\frac{1}{2}}$ denotes the Hermitian positive definite square root of an Hermitian positive definite matrix $A^{-1}$. To make $\hat{\mathbf{T}}$ block upper triangular, the matrix tuple $\mathbf{X}:=\left(X_{1}, \ldots, X_{p}\right)$ must solve the system of discrete-time periodic Riccati equations
(2.7) $\hat{D}_{k} X_{k+1-q_{k}}-X_{k+q_{k}} \hat{C}_{k}-E_{k}+X_{k+q_{k}}^{H} \hat{F}_{k} X_{k+1-q_{k}}=0, \quad k=1, \ldots, p$.

For the analysis of equations of this type see $[7,8]$. Let

$$
\begin{equation*}
\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}(\mathbf{X})=\left(\hat{D}_{1} X_{2-q_{1}}-X_{1+q_{1}} \hat{C}_{1}, \ldots, \hat{D}_{p} X_{p+1-q_{p}}-X_{p+q_{p}} \hat{C}_{p}\right) \tag{2.8}
\end{equation*}
$$

and introduce the quadratic transformation

$$
\begin{equation*}
\Psi(\mathbf{X}):=\left(X_{1+q_{1}}^{H} \hat{F}_{1} X_{2-q_{1}}, \ldots, X_{p+q_{p}}^{H} \hat{F}_{p} X_{p+1-q_{p}}\right), \tag{2.9}
\end{equation*}
$$

as well as the tuple $\mathbf{E}=\left(E_{1}, \ldots, E_{p}\right)$. Then (2.7) can be rewritten as

$$
\begin{equation*}
\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}(\mathbf{X})-\mathbf{E}+\Psi(\mathbf{X})=0 \tag{2.10}
\end{equation*}
$$

If a solution $\mathbf{X}$ to (2.10) exists, then we get

$$
Y_{k+q_{k}}^{H} \hat{T}_{k} Y_{k+1-q_{k}}=\left[\begin{array}{cc}
\tilde{C}_{k} & *  \tag{2.11}\\
0 & \tilde{D}_{k}
\end{array}\right]
$$

where

$$
\begin{aligned}
\tilde{C}_{k} & :=H_{1, k+q_{k}}^{-1}\left(\hat{C}_{k}-\hat{F}_{k} X_{k+1-q_{k}}\right) H_{1, k+1-q_{k}}, \\
\tilde{D}_{k} & :=H_{2, k+q_{k}}\left(\hat{D}_{k}+X_{k+q_{k}}^{H} \hat{F}_{k}\right) H_{2, k+1-q_{k}}^{-1} .
\end{aligned}
$$

To evaluate upper bounds of $\left\|X_{1}\right\|, \ldots,\left\|X_{p}\right\|$, we introduce a norm on matrix tuples $\mathbf{X}=\left(X_{1}, \ldots, X_{p}\right)$ via

$$
\|\mathbf{X}\|:=\max _{k \in\{1, \ldots, p\}}\left\|X_{k}\right\| .
$$

For $\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}(X)$ as in (2.8) we set

$$
\begin{equation*}
\hat{\delta}:=\min _{\|\mathbf{X}\|=1}\left\|\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}(\mathbf{X})\right\| \tag{2.12}
\end{equation*}
$$

and similarly for $\Phi_{\mathbf{C}, \mathbf{D}}(\mathbf{X})$ as in (2.1)

$$
\begin{equation*}
\delta:=\min _{\|\mathbf{X}\|=1}\left\|\Phi_{\mathbf{C}, \mathbf{D}}(\mathbf{X})\right\| \tag{2.13}
\end{equation*}
$$

The quantities $\delta$ and $\hat{\delta}$ are generalizations of the sep operator for matrices and matrix pencils, see $[15,33]$. Since the quantities $\mathbf{C}, \mathbf{D}$ and the perturbed quantities $\hat{\mathbf{C}}, \hat{\mathbf{D}}$ are related via (2.1), (2.4), (2.5), and (2.8), we have the following inequalities

$$
\begin{equation*}
\delta-\|\Delta \mathbf{C}\|-\|\Delta \mathbf{D}\| \leq \hat{\delta} \leq \delta+\|\Delta \mathbf{C}\|+\|\Delta \mathbf{D}\| . \tag{2.14}
\end{equation*}
$$

For $\Psi(\mathbf{X})$ as in (2.9), using the tuple $\hat{\mathbf{F}}=\left(\hat{F}_{1}, \ldots, \hat{F}_{p}\right)$, we obtain

$$
\begin{equation*}
\|\Psi(\mathbf{X})\| \leq\|\hat{\mathbf{F}}\|\|\mathbf{X}\|^{2} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\Psi(\mathbf{X})-\Psi(\mathbf{Y})\| \leq 2\|\hat{\mathbf{F}}\| \max \{\|\mathbf{X}\|,\|\mathbf{Y}\|\}\|\mathbf{X}-\mathbf{Y}\| . \tag{2.16}
\end{equation*}
$$

We then have the following perturbation result.
Theorem 2.3. Let $\mathbf{T}$ be as in (1.6), $\hat{\mathbf{T}}=\mathbf{T}+\Delta \mathbf{T}$ as in (2.5), $\Delta \mathbf{T}$ as in (2.4), $\Phi_{\mathbf{C}, \mathbf{D}}$ as in (2.1), $\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}$ as in (2.8), and $\Psi$ as in (2.9). If $\hat{\delta}>0$ is as in (2.12) and if

$$
\begin{equation*}
\frac{\|\mathbf{E}\|\|\|\hat{\mathbf{F}}\|}{\hat{\delta}^{2}}<\frac{1}{4}, \tag{2.17}
\end{equation*}
$$

then there exists a unique solution $\mathbf{X}=\left(X_{1}, \ldots, X_{p}\right)$ of (2.10) satisfying

$$
\begin{equation*}
\|\mathbf{X}\| \leq \frac{2\|\mathbf{E}\|}{\hat{\delta}+\sqrt{\hat{\delta}^{2}-4\|\hat{\mathbf{F}}\|\|\mathbf{E}\|}}<2 \frac{\|\mathbf{E}\|}{\hat{\delta}} \tag{2.18}
\end{equation*}
$$

Proof. Since the transformation $\Psi$ satisfies (2.15) and (2.16), and since $\hat{\delta}>0$ the result follows from Theorem V.2.11 in [33, p.242] together with (2.17), applied to the quadratic equation (2.10).
Using this result we get the following perturbation result for generalized deflating subspaces of $\mathbf{A}$.
THEOREM 2.4. Let $\mathbf{A}=\left(A_{1}, \ldots, A_{p}\right)$ be a regular tuple of the form (1.6) with sign tuple $s=\left(s_{1}, \ldots, s_{p}\right)$. Let $Q_{k}=\left[U_{k}, V_{k}\right]$, for $k=1, \ldots, p$, and let $\mathbf{U}=\left(U_{1}, \ldots, U_{p}\right)$ be an orthonormal basis of the generalized deflating subspace corresponding to $\Lambda(\mathbf{C})$. Let $\hat{\mathbf{A}}=\left(A_{1}+\Delta A_{1}, \ldots, A_{p}+\Delta A_{p}\right)$ be the perturbed
matrix tuple and let $\Delta \mathbf{T}=\left(\Delta T_{1}, \ldots, \Delta T_{p}\right)$ with $\Delta T_{k}=Q_{k+q_{k}}^{H} \Delta A_{k} Q_{k+1-q_{k}}$ be partitioned as in (2.4). If $\hat{\delta}>0$ satisfies (2.17), then $\hat{\mathbf{A}}$ has a generalized deflating subspace with orthonormal basis

$$
\hat{\mathbf{U}}:=\left(\hat{U}_{1}, \ldots, \hat{U}_{p}\right)=\left(Q_{1}\left[\begin{array}{c}
I_{m}  \tag{2.19}\\
-X_{1}
\end{array}\right] H_{11}, \ldots, Q_{p}\left[\begin{array}{c}
I_{m} \\
-X_{p}
\end{array}\right] H_{1 p}\right)
$$

corresponding to the eigenvalues of

$$
\begin{equation*}
\tilde{\mathbf{C}}=\left(H_{1,1+q_{1}}^{-1}\left(\hat{C}_{1}-\hat{F}_{1} X_{2-q_{1}}\right) H_{1,2-q_{1}}, \ldots, H_{1, p+q_{p}}^{-1}\left(\hat{C}_{p}-\hat{F}_{p} X_{p+1-q_{p}}\right) H_{1, p+1-q_{p}}\right) \tag{2.20}
\end{equation*}
$$

where $H_{1 k}=\left(I_{m}+X_{k}^{H} X_{k}\right)^{-\frac{1}{2}}$ for $k=1, \ldots, p$.
Furthermore, for $k=1, \ldots, p$ and $\hat{\delta}$ as in (2.12), the maximal principal angle between range $U_{k}$ and range $\hat{U}_{k}$ is less than $\arctan \left(2 \frac{\|\mathbf{E}\|}{\hat{\delta}}\right)$.

Proof. The relations (2.19) and (2.20) follow from the relationship between $\mathbf{A}, \mathbf{T}$ and the perturbed quantities $\hat{\mathbf{A}}, \hat{\mathbf{T}}$, respectively, Theorem 2.3 , and formula (2.11).

Following [33, Corollary I.5.4] the principal angle between range $U_{k}$ and range $\hat{U}_{k}$ is given by

$$
\arcsin \left\|V_{k}^{H} \hat{U}_{k}\right\|=\arcsin \left\|X_{k} H_{1 k}\right\|=\arcsin \frac{\left\|X_{k}\right\|}{\sqrt{1+\left\|X_{k}\right\|^{2}}}=\arctan \left\|X_{k}\right\|
$$

Using the monotonicity of the function arctan and the fact that $\left\|X_{k}\right\| \leq\|\mathbf{X}\|$, the last statement follows.
Using (2.14), the conditions $\hat{\delta}>0$ and (2.17) in Theorem 2.3 can be replaced by

$$
\begin{equation*}
\rho:=\delta-\|\Delta \mathbf{C}\|-\|\Delta \mathbf{D}\|>0 \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\|\mathbf{E}\|(\|\mathbf{F}\|+\|\Delta \mathbf{F}\|)}{\rho^{2}}<\frac{1}{4}, \tag{2.22}
\end{equation*}
$$

respectively. In this case we obtain

$$
\|\mathbf{X}\| \leq \frac{2\|\mathbf{E}\|}{\rho+\sqrt{\rho^{2}-4\|\mathbf{E}\|(\|\mathbf{F}\|+\|\Delta \mathbf{F}\|)}}<2 \frac{\|\mathbf{E}\|}{\rho}
$$

Remark 2.1. By definition, $\delta>0$ is a necessary and sufficient condition for the nonsingularity of $\Phi_{\mathbf{C}, \mathbf{D}}$. Since $\hat{\delta}>0$, we obtain that $\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}$ is nonsingular and $\Lambda(\hat{\mathbf{C}}) \cap \Lambda(\hat{\mathbf{D}})=\emptyset$. Similarly, using (2.14), condition (2.21) implies that both $\Phi_{\mathbf{C}, \mathbf{D}}$ and $\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}$ are nonsingular, $\Lambda(\mathbf{C}) \cap \Lambda(\mathbf{D})=\emptyset$ and $\Lambda(\hat{\mathbf{C}}) \cap \Lambda(\hat{\mathbf{D}})=\emptyset$.
REMARK 2.2. The conditions $\hat{\delta}>0$ and (2.17) imply that $\Lambda(\tilde{\mathbf{C}}) \cap \Lambda(\tilde{\mathbf{D}})=\emptyset$, with $\tilde{\mathbf{C}}$ as in (2.20) and

$$
\tilde{\mathbf{D}}:=\left(H_{2,1+q_{1}}\left(\hat{D}_{1}+X_{1+q_{1}}^{H} \hat{F}_{1}\right) H_{2,2-q_{1}}^{-1}, \ldots, H_{2, p+q_{p}}\left(\hat{D}_{p}+X_{p+q_{p}}^{H} \hat{F}_{p}\right) H_{2, p+1-q_{p}}^{-1}\right),
$$

with $H_{2, k}=\left(I_{n-m}+X_{k} X_{k}^{H}\right)^{-\frac{1}{2}}$, for $k=1, \ldots, p$. To show this, by Lemma 2.1 and Remark 2.1 we only need to show that for the linear transformation $\Phi_{\tilde{\mathbf{C}}, \tilde{\mathbf{D}}}$ corresponding to $\tilde{\mathbf{C}}$ and $\tilde{\mathbf{D}}$ we have

$$
\min _{\|\mathbf{Z}\|=1}\left\|\Phi_{\tilde{\mathbf{C}}, \tilde{\mathbf{D}}}(\mathbf{Z})\right\|>0
$$

Using inequalities similar to (2.12), (2.17) and (2.18), it can be shown that

$$
\min _{\|\mathbf{Z}\|=1} \Phi_{\tilde{\mathbf{C}}, \tilde{\mathbf{D}}}(\mathbf{Z}) \geq \frac{1}{1+\|\mathbf{X}\|^{2}}\left(\hat{\delta}-\frac{4\|\mathbf{E}\|\| \| \hat{\mathbf{F}} \|}{\hat{\delta}}\right)>0
$$

Similar bounds are also obtained if the conditions $\hat{\delta}>0$ and (2.17) are replaced by $\rho>0$ and (2.22), respectively.

Remark 2.3. The quantity $\delta$ can be considered as the reciprocal of the condition number for the generalized deflating subspace. Usually it is not easy to estimate $\delta$. But if we use the induced norm $\|\mathbf{X}\|_{F}:=\left\|\left[X_{1}, \ldots, X_{p}\right]\right\|_{F}=$ $\sqrt{\sum_{k=1}^{p}\left\|X_{k}\right\|_{F}^{2}}$, we can determine

$$
\delta_{F}:=\min _{\|\mathbf{X}\|_{F}=1}\left\|\Phi_{\mathbf{C}, \mathbf{D}}(\mathbf{X})\right\|_{F}=\sigma_{\min }(Z),
$$

where the matrix $Z$ is defined in (2.2).
The results of this section show that the classical perturbation results for deflating subspaces of matrix pencils as in [33] can be extended to generalized deflating subspaces for matrix tuples. In the next subsection we derive perturbation results for simple eigenvalues in a similar way.

### 2.2 Eigenvalue perturbations

In this subsection we study the first order perturbation analysis of simple eigenvalues and the associated eigenvectors of formal matrix products for sufficiently small perturbations $\Delta \mathbf{A}=\left(\Delta A_{1}, \ldots, \Delta A_{p}\right)$.

Theorem 2.5. Consider a regular tuple $\mathbf{A}$ with sign tuple $s$ and let $\lambda$ be a simple eigenvalue of $\mathbf{A}$. Let $\mathbf{A}$ be transformed via

$$
Q_{k+q_{k}}^{H} A_{k} Q_{k+1-q_{k}}=\left[\begin{array}{cc}
\alpha_{k} & F_{k}  \tag{2.23}\\
0 & D_{k}
\end{array}\right]=: T_{k},
$$

for $k=1, \ldots, p$. Let $\lambda=\alpha_{1}^{s_{1}} \cdots \alpha_{p}^{s_{p}}$ and let $\mathbf{u}=\left(Q_{1} e_{1}, \ldots, Q_{p} e_{1}\right)$ be the unit norm right eigenvector associated with $\lambda$. Consider a perturbed tuple $\hat{\mathbf{A}}=\mathbf{A}+$ $\Delta \mathbf{A}$ and set

$$
\begin{aligned}
Q_{k+q_{k}}^{H} \Delta A_{k} Q_{k+1-q_{k}} & =\left[\begin{array}{cc}
\Delta \alpha_{k} & \Delta F_{k} \\
E_{k} & \Delta D_{k}
\end{array}\right] \\
Q_{k+q_{k}}^{H} \hat{A}_{k} Q_{k+1-q_{k}} & =\left[\begin{array}{cc}
\alpha_{k} & F_{k} \\
0 & D_{k}
\end{array}\right]+\left[\begin{array}{cc}
\Delta \alpha_{k} & \Delta F_{k} \\
E_{k} & \Delta D_{k}
\end{array}\right]=\left[\begin{array}{cc}
\hat{\alpha}_{k} & \hat{F}_{k} \\
E_{k} & \hat{D}_{k}
\end{array}\right] .
\end{aligned}
$$

If $\|\Delta \mathbf{A}\|$ is sufficiently small, then there exists a unit norm right eigenvector $\hat{\mathbf{u}}$ of $\hat{\mathbf{A}}$ with $\hat{A}_{k} \hat{u}_{k+1-q_{k}}=\hat{\alpha}_{k} \hat{u}_{k+q_{k}}$, such that for $k=1, \ldots, p$,

$$
\begin{align*}
\hat{\alpha}_{k}-\alpha_{k} & =\Delta \alpha_{k}-\left(F_{k}+\Delta F_{k}\right) x_{k+1-q_{k}}  \tag{2.24}\\
\hat{u}_{k}-u_{k} & =\frac{1}{\sqrt{1+\left\|x_{k}\right\|_{2}^{2}}} Q_{k}\left[\begin{array}{c}
0 \\
-x_{k}
\end{array}\right] \tag{2.25}
\end{align*}
$$

where $x_{1}, \ldots, x_{p}$ are the first columns of $X_{1}, \ldots, X_{p}$, respectively, and $\mathbf{X}=$ $\left(X_{1}, \ldots, X_{p}\right)$ solves

$$
\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}(\mathbf{X})-\mathbf{E}+\Psi(\mathbf{X})=0
$$

with $\Phi_{\hat{\mathbf{C}}, \hat{D}}$ and $\Psi$ defined in (2.8) and (2.9), and $\hat{\mathbf{C}}=\left(\hat{\alpha}_{1}, \ldots, \hat{\alpha}_{p}\right)$.
Moreover, let $\delta$ be defined as in (2.13), then for $k=1, \ldots, p$

$$
\begin{equation*}
\left|\hat{\alpha}_{k}-\alpha_{k}\right| \leq\|\Delta \mathbf{A}\|\left(1+\frac{\|\mathbf{F}\|}{\delta}\right)+O\left(\|\Delta \mathbf{A}\|^{2}\right) \tag{2.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\mathbf{u}-\hat{\mathbf{u}}\| \leq \frac{\|\Delta \mathbf{A}\|}{\delta}+O\left(\|\Delta \mathbf{A}\|^{2}\right) \tag{2.27}
\end{equation*}
$$

Proof. Since the eigenvector is the simplest case of a generalized deflating subspace, equations (2.24) and (2.25) follow directly from Theorem 2.4 and (2.11). Since $\|\Delta \mathbf{A}\|$ is sufficiently small, separating the first order perturbations, equation (2.10) can be written as

$$
\Phi_{\mathbf{C}, \mathbf{D}}(\mathbf{X})=\mathbf{E}+O\left(\|\Delta \mathbf{A}\|^{2}\right)
$$

where $\mathbf{C}=\left(\alpha_{1}, \ldots, \alpha_{p}\right)$. Hence

$$
\|\mathbf{X}\| \leq \frac{\|\mathbf{E}\|}{\delta}+O\left(\|\Delta \mathbf{A}\|^{2}\right) \leq \frac{\|\Delta \mathbf{A}\|}{\delta}+O\left(\|\Delta \mathbf{A}\|^{2}\right)
$$

and the bounds $(2.26),(2.27)$ follow.
REmARK 2.4. In principle, the second order terms in both (2.26) and (2.27) can be expressed as $c\|\Delta \mathbf{A}\|^{2}$ with some constant $c$, which is related to the tuple $\mathbf{A}$ and $\delta$. However, from the proof we see that the constant is independent of $p$, i.e., the number of matrices in $\mathbf{A}$.

Note that we have given the perturbations in the components $\alpha_{k}$ rather than in $\lambda$ itself. But since the factors $\alpha_{1}, \ldots, \alpha_{p}$ are uniquely determined up to a unit modular factor in each $\alpha_{k}$, (2.24) immediately gives a first order perturbation bound for the eigenvalue $\lambda$, too. However, we will also give a different expression by employing the left eigenvectors. For this consider (2.23) and a linear system for vectors $y_{1}, \ldots, y_{p}$ given by

$$
\begin{equation*}
\alpha_{k} y_{k+1-q_{k}}^{H}-y_{k+q_{k}}^{H} D_{k}=F_{k}, \quad k=1, \ldots, p \tag{2.28}
\end{equation*}
$$

If $\lambda$ is a simple eigenvalue, then as in Lemma 2.1 we can show that the linear operator corresponding to the left side of (2.28) is nonsingular. Hence (2.28) has a unique solution $y_{1}, \ldots, y_{p}$. Set

$$
\tilde{w}_{k}=\left[\begin{array}{c}
1 \\
-y_{k}
\end{array}\right], \quad w_{k}=\frac{\tilde{w}_{k}}{\left\|\tilde{w}_{k}\right\|}, \quad \mathbf{w}:=\left(w_{1}, \ldots, w_{p}\right)
$$

Then the vectors $w_{1}, \ldots, w_{p}$ have unit norm and satisfy

$$
w_{k+q_{k}}^{H} T_{k}=\beta_{k} w_{k+1-q_{k}}^{H}, \quad \beta_{k}=\alpha_{k} \frac{\left\|\tilde{w}_{k+1-q_{k}}\right\|}{\left\|\tilde{w}_{k+q_{k}}\right\|}, \quad k=1, \ldots, p .
$$

Hence $\mathbf{w}$ can be viewed as unit norm left eigenvector of $\mathbf{T}$ corresponding to $\lambda$. Note that the related unit norm right eigenvector of $\mathbf{T}$ then is $\left(e_{1}, \ldots, e_{1}\right)$ and we have

$$
\begin{equation*}
w_{k}^{H} e_{1}=\frac{1}{\left\|\tilde{w}_{k}\right\|}>0, \quad k=1, \ldots, p \tag{2.29}
\end{equation*}
$$

Obviously, $\left(Q_{1} w_{1}, \ldots, Q_{p} w_{p}\right)$ is the unit norm left eigenvector of $\mathbf{A}$. Similar to Lemma 2.2, for $\lambda$ simple, we can show that the unit norm left eigenvector $\mathbf{v}=\left(v_{1}, \ldots, v_{p}\right)$ of $\mathbf{A}$ corresponding to $\lambda$ is unique and satisfies

$$
\begin{equation*}
v_{k+q_{k}}^{H} A_{k}=\beta_{k} v_{k+1-q_{k}}^{H}, \quad k=1, \ldots, p, \tag{2.30}
\end{equation*}
$$

where $\lambda=\beta_{1}^{s_{1}} \cdots \beta_{p}^{s_{p}}$. Let $\mathbf{u}=\left(u_{1}, \ldots, u_{p}\right)$ be a corresponding unit norm right eigenvector, i.e.,

$$
\begin{equation*}
A_{k} u_{k+1-q_{k}}=\alpha_{k} u_{k+q_{k}}, \quad k=1, \ldots, p, \quad \lambda=\alpha_{1}^{s_{1}} \cdots \alpha_{p}^{s_{p}} \tag{2.31}
\end{equation*}
$$

Multiplying $u_{k+1-q_{k}}$ from the right in (2.30) we obtain

$$
\begin{equation*}
\alpha_{k} v_{k+q_{k}}^{H} u_{k+q_{k}}=\beta_{k} v_{k+1-q_{k}}^{H} u_{k+1-q_{k}} . \tag{2.32}
\end{equation*}
$$

Due to the uniqueness of the eigenvector, it follows from (2.29) that

$$
\begin{equation*}
\kappa_{k}:=v_{k}^{H} u_{k} \neq 0, \quad k=1, \ldots, p \tag{2.33}
\end{equation*}
$$

Note that if all the matrices $B_{1}, \ldots, B_{p}$ in (1.3) exist, one can verify that $\left|\kappa_{1}\right|, \ldots,\left|\kappa_{p}\right|$ are just the reciprocal condition numbers corresponding to the same eigenvalue $\lambda$ of $B_{1}, \ldots, B_{p}$ respectively, and hence the classical condition number for a simple eigenvalue of one matrix, see [35], is reproduced.
Using these relations we now derive the first order perturbation theory for the eigenvalues of a perturbed formal product. For this we need to separate the positive and negative signs in the sign tuple $s=\left(s_{1}, \ldots, s_{p}\right)$ via

$$
I_{+}=\left\{k \mid s_{k}=1\right\}, \quad I_{-}=\left\{k \mid s_{k}=-1\right\}
$$

Theorem 2.6. Consider a regular tuple $\mathbf{A}$ with sign tuple $s$ of the form (2.23). Let $\lambda \in \Lambda(\mathbf{A})$ be a simple eigenvalue and let

$$
\mathbf{u}=\left(u_{1}, \ldots, u_{p}\right), \quad \mathbf{v}=\left(v_{1}, \ldots, v_{p}\right)
$$

be the corresponding unit norm right and left eigenvectors satisfying (2.30) and (2.31), respectively. Let $\hat{\mathbf{A}}=\mathbf{A}+\Delta \mathbf{A}$ with $\|\Delta \mathbf{A}\|$ sufficiently small. Then the perturbed tuple $\hat{\mathbf{A}}$ has unit norm eigenvectors $\hat{\mathbf{u}}=\left(\hat{u}_{1}, \ldots, \hat{u}_{p}\right)$ satisfying

$$
\begin{equation*}
\hat{A}_{k} \hat{u}_{k+1-q_{k}}=\hat{\alpha}_{k} \hat{u}_{k+q_{k}} \tag{2.34}
\end{equation*}
$$

for $k=1, \ldots, p$, such that with $\kappa_{k}$ defined in (2.33) the perturbations satisfy

$$
\begin{align*}
& \prod_{k \in I_{+}} \hat{\alpha}_{k} \prod_{k \in I_{-}} \alpha_{k}-\prod_{k \in I_{-}} \hat{\alpha}_{k} \prod_{k \in I_{+}} \alpha_{k} \\
& \quad=\sum_{j=1}^{p}(-1)^{q_{j}}\left(\prod_{k \neq j} \alpha_{k}\right) \frac{v_{j+q_{j}}^{H} \Delta A_{j} u_{j+1-q_{j}}}{\kappa_{j+q_{j}}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) \tag{2.35}
\end{align*}
$$

Proof. Expansions (2.24) and (2.25) in Theorem 2.5 imply that

$$
\begin{array}{rll}
\hat{\alpha}_{k} & =\alpha_{k}+\Delta \alpha_{k}+O\left(\|\Delta \mathbf{A}\|^{2}\right), & \left|\Delta \alpha_{k}\right|=O(\|\Delta \mathbf{A}\|), \\
\hat{u}_{k} & =u_{k}+\Delta u_{k}+O\left(\|\Delta \mathbf{A}\|^{2}\right), & \left\|\Delta u_{k}\right\|=O(\|\Delta \mathbf{A}\|),
\end{array}
$$

for $k=1, \ldots, p$. Using these expansions in (2.34) and applying (2.31), it follows that the first order terms satisfy

$$
A_{k} \Delta u_{k+1-q_{k}}+\Delta A_{k} u_{k+1-q_{k}}=\alpha_{k} \Delta u_{k+q_{k}}+\Delta \alpha_{k} u_{k+q_{k}} .
$$

Multiplying by $v_{k+q_{k}}^{H}$ from the left and using (2.30) and (2.33), we then get

$$
\Delta \alpha_{k}=\frac{1}{\kappa_{k+q_{k}}}\left(\beta_{k} v_{k+1-q_{k}}^{H} \Delta u_{k+1-q_{k}}-\alpha_{k} v_{k+q_{k}}^{H} \Delta u_{k+q_{k}}+v_{k+q_{k}}^{H} \Delta A_{k} u_{k+1-q_{k}}\right)+O\left(\|\Delta \mathbf{A}\|^{2}\right)
$$

Using the relation

$$
\frac{\beta_{k}}{\kappa_{k+q_{k}}}=\frac{\alpha_{k}}{\kappa_{k+1-q_{k}}}
$$

which follows from (2.32), we have

$$
\begin{equation*}
\hat{\alpha}_{k}-\alpha_{k}=\frac{v_{k+q_{k}}^{H} \Delta A_{k} u_{k+1-q_{k}}}{\kappa_{k+q_{k}}}+\alpha_{k}\left(\frac{v_{k+1-q_{k}}^{H} \Delta u_{k+1-q_{k}}}{\kappa_{k+1-q_{k}}}-\frac{v_{k+q_{k}}^{H} \Delta u_{k+q_{k}}}{\kappa_{k+q_{k}}}\right)+O\left(\|\Delta \mathbf{A}\|^{2}\right), \tag{2.36}
\end{equation*}
$$

for $k=1, \ldots, p$. Note that $q_{k}=0$ if $s_{k}=1$ and $q_{k}=1$ if $s_{k}=-1$. Expansion (2.36) then implies that

$$
\begin{aligned}
\prod_{k \in I_{+}} \hat{\alpha}_{k}= & \left(\prod_{k \in I_{+}} \alpha_{k}\right) \\
& \left(1+\sum_{k \in I_{+}}\left(\frac{v_{k+1}^{H} \Delta u_{k+1}}{\kappa_{k+1}}-\frac{v_{k}^{H} \Delta u_{k}}{\kappa_{k}}\right)\right) \\
& +\sum_{j \in I_{+}}\left(\prod_{k \in I_{+}, k \neq j} \alpha_{k}\right) \frac{v_{j}^{H} \Delta A_{j} u_{j+1}}{\kappa_{j}}+O\left(\|\Delta \mathbf{A}\|^{2}\right)
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\prod_{k \in I_{-}} \hat{\alpha}_{k}=\left(\prod_{k \in I_{-}} \alpha_{k}\right) & \left(1+\sum_{k \in I_{-}}\left(\frac{v_{k}^{H} \Delta u_{k}}{\kappa_{k}}-\frac{v_{k+1}^{H} \Delta u_{k+1}}{\kappa_{k+1}}\right)\right) \\
& +\sum_{j \in I_{-}}\left(\prod_{k \in I_{-}, k \neq j} \alpha_{k}\right) \frac{v_{j+1}^{H} \Delta A_{j} u_{j}}{\kappa_{j+1}}+O\left(\|\Delta \mathbf{A}\|^{2}\right)
\end{aligned}
$$

Using the periodicity, i.e., that

$$
\frac{v_{p+1}^{H} \Delta u_{p+1}}{\kappa_{p+1}}=\frac{v_{1}^{H} \Delta u_{1}}{\kappa_{1}},
$$

the identity

$$
\sum_{k=1}^{p}\left(\frac{v_{k}^{H} \Delta u_{k}}{\kappa_{k}}-\frac{v_{k+1}^{H} \Delta u_{k+1}}{\kappa_{k+1}}\right)=0
$$

implies that

$$
\sum_{k \in I_{-}}\left(\frac{v_{k}^{H} \Delta u_{k}}{\kappa_{k}}-\frac{v_{k+1}^{H} \Delta u_{k+1}}{\kappa_{k+1}}\right)=\sum_{k \in I_{+}}\left(\frac{v_{k+1}^{H} \Delta u_{k+1}}{\kappa_{k+1}}-\frac{v_{k}^{H} \Delta u_{k}}{\kappa_{k}}\right)
$$

Hence

$$
\begin{aligned}
& \prod_{k \in I_{+}} \hat{\alpha}_{k} \prod_{k \in I_{-}} \alpha_{k}-\prod_{k \in I_{-}} \hat{\alpha}_{k} \prod_{k \in I_{+}} \alpha_{k} \\
& =\sum_{j \in I_{+}}\left(\prod_{k \neq j} \alpha_{k}\right) \frac{v_{j}^{H} \Delta A_{j} u_{j+1}}{\kappa_{j}}-\sum_{j \in I_{-}}\left(\prod_{k \neq j} \alpha_{k}\right) \frac{v_{j+1}^{H} \Delta A_{j} u_{j}}{\kappa_{j+1}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) \\
& \quad=\sum_{j=1}^{p}(-1)^{q_{j}}\left(\prod_{k \neq j} \alpha_{k}\right) \frac{v_{j+q_{j}}^{H} \Delta A_{j} u_{j+1-q_{j}}}{\kappa_{j+q_{j}}}+O\left(\|\Delta \mathbf{A}\|^{2}\right),
\end{aligned}
$$

which is (2.35). $\quad$ ]
Expansion (2.35) gives first order perturbations only for the $\alpha_{k}$, but the first order perturbations for $\lambda$ are easily derived as a corollary.
Corollary 2.7. Consider a regular tuple A with sign tuple s. Let $\lambda$ be a simple eigenvalue of the formal product and let $\alpha_{1}, \ldots, \alpha_{p}$ associated with $\lambda$ satisfy (2.31). If $\hat{\mathbf{A}}=\mathbf{A}+\Delta \mathbf{A}$ with $\|\Delta \mathbf{A}\|$ sufficiently small, then $\hat{\mathbf{A}}$ has an eigenvalue $\hat{\lambda}$ that satisfies the following first order perturbation results.
a) If $\lambda$ is finite and nonzero then

$$
\begin{equation*}
\frac{\hat{\lambda}-\lambda}{\lambda}=\sum_{k=1}^{p}(-1)^{q_{k}} \frac{v_{k+q_{k}}^{H} \Delta A_{k} u_{k+1-q_{k}}}{\alpha_{k} \kappa_{k+q_{k}}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) . \tag{2.37}
\end{equation*}
$$

b) If $\lambda=0$ and $k_{0}$ is an index such that $s_{k_{0}}=1$ and $\alpha_{k_{0}}=0$, then

$$
\begin{equation*}
\hat{\lambda}=\frac{\prod_{k \in I_{+}, k \neq k_{0}} \alpha_{k}}{\prod_{k \in I_{-}} \alpha_{k}} \frac{v_{k_{0}}^{H} \Delta A_{k_{0}} u_{k_{0}+1}}{\kappa_{k_{0}}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) . \tag{2.38}
\end{equation*}
$$

c) If $\lambda=\infty$ and $k_{0}$ is an index such that $s_{k_{0}}=-1$ and $\alpha_{k_{0}}=0$, then

$$
\begin{equation*}
\frac{1}{\hat{\lambda}}=-\frac{\prod_{k \in I_{-}, k \neq k_{0}} \alpha_{k}}{\prod_{k \in I_{+}} \alpha_{k}} \frac{v_{k_{0}+1}^{H} \Delta A_{k_{0}} u_{k_{0}}}{\kappa_{k_{0}+1}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) . \tag{2.39}
\end{equation*}
$$

Proof. If $\lambda$ is finite and nonzero then all $\alpha_{k}$ are nonzero. If $\|\Delta \mathbf{A}\|$ is sufficiently small, then from (2.26) we also have that $\prod_{k \in I_{-}} \hat{\alpha}_{k} \neq 0$. Multiplying with

$$
\frac{1}{\lambda\left(\prod_{k \in I_{-}} \alpha_{k}\right)\left(\prod_{k \in I_{-}} \hat{\alpha}_{k}\right)}
$$

on both sides of (2.35) and using that

$$
\lambda=\frac{\prod_{k \in I_{+}} \alpha_{k}}{\prod_{k \in I_{-}} \alpha_{k}}, \quad \prod_{k \in I_{-}} \hat{\alpha}_{k}=\prod_{k \in I_{-}} \alpha_{k}+O(\|\Delta \mathbf{A}\|)
$$

we obtain (2.37).
If $\lambda=0$ then, since $\mathbf{A}$ is regular, there exists at least one $k_{0} \in I_{+}$such that $\alpha_{k_{0}}=0$ and $\prod_{k \in I_{-}} \alpha_{k} \neq 0$. Hence the right-hand side of (2.35) reduces to

$$
\left(\prod_{k \neq k_{0}} \alpha_{k}\right) \frac{v_{k_{0}}^{H} \Delta A_{k_{0}} u_{k_{0}+1}}{\kappa_{k_{0}}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) .
$$

Similarly, by multiplying with

$$
\frac{1}{\left(\prod_{k \in I_{-}} \alpha_{k}\right)\left(\prod_{k \in I_{-}} \hat{\alpha}_{k}\right)}
$$

on both sides of (2.35) we obtain (2.38).
The expansion (2.39) in the case $\lambda=\infty$ is derived similarly to the case $\lambda=0$.
We see that the perturbations for an eigenvalue $\lambda$ and its components $\alpha_{k}$ are of slightly different nature. For the component $\alpha_{k}$ from (2.36) the perturbation has two parts. One arises directly from $\Delta A_{k}$ in the term

$$
\frac{v_{k+q_{k}}^{H} \Delta A_{k} u_{k+1-q_{k}}}{\kappa_{k+q_{k}}} .
$$

The other part arises from the perturbation of the eigenvector in the term

$$
\alpha_{k}\left(\frac{v_{k+1-q_{k}}^{H} \Delta u_{k+1-q_{k}}}{\kappa_{k+1-q_{k}}}-\frac{v_{k+q_{k}}^{H} \Delta u_{k+q_{k}}}{\kappa_{k+q_{k}}}\right)
$$

For the eigenvalue $\lambda$, however, only the first term occurs. But, nevertheless, we see from (2.24) and (2.35) that the perturbations in $\lambda$ and $\alpha_{k}$ are of the same order.
Remark 2.5. Corollary 2.7 implies that for the eigenvalue 0 with at least two indices $k_{1}, k_{2}$ such that $\alpha_{k_{1}}=\alpha_{k_{2}}=0$ with $s_{k_{1}}=s_{k_{2}}=1$, the corresponding perturbation is of second order. The same holds for the eigenvalue infinity if there exists $\alpha_{k_{1}}=\alpha_{k_{2}}=0$ with $s_{k_{1}}=s_{k_{2}}=-1$.
Remark 2.6. As mentioned in Remark 2.4, for the expansions (2.37)-(2.39), the second order terms can also be expressed as $c\|\Delta \mathbf{A}\|^{2}$. But in this case in
general the constant $c$ will depend on $p$. This can be seen by forming $\prod \hat{\alpha}_{k}$ in the proof of Theorem 2.6. The analysis yields that if $p\|\Delta \mathbf{A}\|$ is not relatively small, then roughly $c$ is proportional to $p^{2}$.

In this subsection we have shown that the classical perturbation results for simple eigenvalues and associated eigenvectors can be directly extended to formal matrix products. The perturbations for the factors of an eigenvalue are slightly different from those for the complete factor as was to be expected already from the perturbation theory of matrix pencils, see [33]. The situation changes drastically for the case of multiple eigenvalues that we discuss in the next subsection.

### 2.3 Perturbations of multiple eigenvalues

The perturbation theory for multiple eigenvalues is complicated even for the case of one matrix. If the matrix is diagonalizable, then the perturbation theory for the eigenvalue is still similar to that for simple eigenvalues [35]. However, for the eigenvectors usually there are no similar results. For completeness we will present the perturbation result for multiple eigenvalues with a slightly different proof than in [33]. This proof will then also be used for the formal matrix product case.
Theorem 2.8. Let $A \in \mathbb{C}^{n \times n}$ be diagonalizable, let $\lambda$ be an eigenvalue of $A$ of algebraic multiplicity $m$ and let $U, V$ form orthonormal bases of the corresponding right and left eigenvector spaces. Consider a perturbation $\hat{A}=A+\Delta A$ with $\|\Delta A\|$ sufficiently small. Then $\hat{A}$ has $m$ associated eigenvalues and for each such eigenvalue $\hat{\lambda}$, there exists a unit norm vector $x \in \mathbb{C}^{m}$ such that for an arbitrary nonzero vector $y \in \mathbb{C}^{m}$ with $y^{H} V^{H} U x \neq 0$, we have

$$
\begin{equation*}
\hat{\lambda}-\lambda=\frac{y^{H} V^{H} \Delta A U x}{y^{H} V^{H} U x}+O\left(\|\Delta A\|^{2}\right) \tag{2.40}
\end{equation*}
$$

Moreover,

$$
\begin{aligned}
|\hat{\lambda}-\lambda| & =\min _{y}\left|\frac{y^{H} V^{H} \Delta A U x}{y^{H} V^{H} U x}\right|+O\left(\|\Delta A\|^{2}\right) \\
& \leq \frac{\|\Delta A\|}{\left\|V^{H} U x\right\|}+O\left(\|\Delta A\|^{2}\right) \leq \frac{\|\Delta A\|}{\sigma_{\min }\left(V^{H} U\right)}+O\left(\|\Delta A\|^{2}\right)
\end{aligned}
$$

Proof. By assumption there exists a unitary matrix $Q$ with $Q=[U, \tilde{U}]$ such that

$$
A Q=Q\left[\begin{array}{cc}
\lambda I_{m} & F \\
0 & D
\end{array}\right] .
$$

Partition

$$
Q^{H} \hat{A} Q=\left[\begin{array}{cc}
\lambda I_{m}+\Delta C & F+\Delta F \\
E & D+\Delta D
\end{array}\right] .
$$

Since $\|\Delta A\|$ is sufficiently small, there exists a matrix $X$ that solves

$$
(D+\Delta D) X-X\left(\lambda I_{m}+\Delta C\right)-E+X(F+\Delta F) X=0
$$

and, furthermore, $\|X\|$ is of order $\|\Delta A\|$. Then

$$
\hat{A} Q\left[\begin{array}{c}
I  \tag{2.41}\\
-X
\end{array}\right]=Q\left[\begin{array}{c}
I \\
-X
\end{array}\right](\lambda I+\Delta C-(F+\Delta F) X)
$$

Let $\Delta \lambda$ be an eigenvalue of $\Delta C-(F+\Delta F) X$ with corresponding unit norm eigenvector $x$. Clearly $\Delta \lambda$ is of order $\|\Delta A\|$ and $\lambda+\Delta \lambda$ is an eigenvalue of $\hat{A}$. Pre- and postmultiplying $y^{H} V^{H}, x$ in (2.41) and using the formulas for $V$ and $Q$, if $y^{H} V^{H} U x \neq 0$, then we get

$$
y^{H} V^{H} \Delta A U x=\Delta \lambda y^{H} V^{H} U x+O\left(\|\Delta A\|^{2}\right)
$$

and we obtain (2.40). Setting $y=\frac{1}{\left\|V^{H} U x\right\|} V^{H} U x$ we have the first upper bound. The second bound follows from $\left\|V^{H} U x\right\| \geq \sigma_{\min }\left(V^{H} U\right)$.
As in the classical case of matrices and pencils, the reciprocal of the condition number of a multiple eigenvalue $\lambda$ is given by $\sigma_{\min }\left(V^{H} U\right)$.

Unlike for the case of simple eigenvalues, the eigenvectors $U x$ and $V y$ in (2.40) depend on the perturbations. Neither the eigenvalues nor the eigenvectors are analytic functions in the elements of $\Delta A$ in the neighborhood of the origin. For example, let $A=I_{2}$ and $\Delta A=\left[\begin{array}{cc}\epsilon & \epsilon \\ \epsilon^{2} & \epsilon\end{array}\right]$. Then $\hat{A}$ has two eigenvalues $1+\epsilon \pm|\epsilon|^{\frac{3}{2}}$. It may also happen that the perturbed matrix is not diagonalizable, as we see from the example $A=I_{2}$ and $\Delta A=\left[\begin{array}{cc}\epsilon & \epsilon \\ 0 & \epsilon\end{array}\right]$.
For a matrix tuple $\mathbf{A}$ with sign tuple $s$, let $\lambda$ be an eigenvalue of $\mathbf{A}$ with algebraic multiplicity $m$. If there exists a matrix tuple $\mathbf{W}=\left(W_{1}, \ldots, W_{p}\right)$ with $W_{k} \in \mathbb{C}^{n \times m}$ of full column rank such that

$$
A_{k} W_{k+1-q_{k}}=W_{k+q_{k}} \Gamma_{k}, \quad \Gamma_{k}=\operatorname{diag}\left(\gamma_{1 ; k}, \ldots, \gamma_{m ; k}\right),
$$

for $k=1, \ldots, p$ and $\lambda=\prod_{k=1}^{p} \gamma_{1 ; k}^{s_{k}}=\ldots=\prod_{k=1}^{p} \gamma_{m ; k}^{s_{k}},\left(\prod_{k=1}^{p} \gamma_{1 ; k}^{-s_{k}}=\ldots=\right.$ $\prod_{k=1}^{p} \gamma_{m ; k}^{-s_{k}}=0$ for infinite eigenvalues), then we say that $\lambda$ has a complete set of right eigenvectors. Note that for $p=1$, this is equivalent to saying that $\lambda$ has equal algebraic and geometric multiplicities. But it is not clear how to define the geometric multiplicity in case $p>1$ as a zero or infinite eigenvalue $\lambda$, considered as an eigenvalue of $B_{k}$ from (1.3), may have different geometric multiplicities for different values of $k$ as the following example shows.

Example 2.1. Let $p=2, s=(1,1)$ and

$$
\mathbf{A}=\left(\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\right)
$$

Then

$$
B_{1}=A_{1} A_{2}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad B_{2}=A_{2} A_{1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

Hence the eigenvalue $\lambda=0$ has geometric multiplicities 1 as an eigenvalue of $B_{1}$ and 2 as an eigenvalue of $B_{2}$.
Let $U_{k}$ be an orthonormal basis of range $W_{k}$ and let $Q_{k}=\left[U_{k}, \tilde{U}_{k}\right]$ be unitary. As before we set

$$
Q_{k+q_{k}}^{H} A_{k} Q_{k+1-q_{k}}=\left[\begin{array}{cc}
C_{k} & F_{k}  \tag{2.42}\\
0 & D_{k}
\end{array}\right]
$$

and

$$
\begin{equation*}
A_{k} U_{k+1-q_{k}}=U_{k+q_{k}} C_{k} \tag{2.43}
\end{equation*}
$$

with $\Lambda(\mathbf{C})=\{\lambda\}$. Moreover, if $\lambda$ is finite, then

$$
\begin{equation*}
C_{k}^{s_{k}} \cdots C_{p}^{s_{p}} C_{1}^{s_{1}} \cdots C_{k-1}^{s_{k-1}}=\lambda I_{m} \tag{2.44}
\end{equation*}
$$

and if $\lambda$ is infinite, then

$$
\begin{equation*}
C_{k-1}^{-s_{k-1}} \cdots C_{1}^{-s_{1}} C_{p}^{-s_{p}} \cdots C_{k}^{-s_{k}}=0 \tag{2.45}
\end{equation*}
$$

for all $k=1, \ldots, p$. If $\lambda$ is nonzero finite, then all $C_{k}$ are nonsingular and we can verify that (2.44) holds for all $k=1, \ldots, p$ if and only if it holds for one $k$. Moreover, (2.44) is also a sufficient condition for A to have a complete set of eigenvectors associated with an eigenvalue $\lambda$. To verify this, one can simply take $W_{1}=U_{1}$ and $W_{k}=U_{k} \prod_{j=k}^{p} C_{j}^{s_{j}}$ for $k=2, \ldots, p$. If $\lambda$ is zero or infinite, however, then we do not know of such a simple connection. We conjecture that if equations (2.44) or (2.45) hold for all $k=1, \ldots, p$ then also complete sets of eigenvectors exist for the eigenvalues zero and infinity.

We will now analyze perturbations in equations (2.43) and (2.44), (2.45). Let V be an orthonormal basis of the left eigenvector subspace, i.e.,

$$
\begin{equation*}
V_{k+q_{k}}^{H} A_{k}=\tilde{C}_{k} V_{k+1-q_{k}}^{H} \tag{2.46}
\end{equation*}
$$

Then, similarly to the case of simple eigenvalues, see (2.33) in Subsection 2.2, we can show that $H_{k}:=V_{k}^{H} U_{k}$ is nonsingular. From (2.46) and (2.43), we obtain

$$
\begin{equation*}
\tilde{C}_{k}=H_{k+q_{k}} C_{k} H_{k+1-q_{k}}^{-1}, \quad k=1, \ldots, p \tag{2.47}
\end{equation*}
$$

Let $\mathbf{A}+\Delta \mathbf{A}$ be the perturbed matrix tuple with $\|\Delta \mathbf{A}\|$ sufficiently small. Then as in Subsection 2.1 there exists $\mathbf{X}$ with $\|\mathbf{X}\|=O(\|\Delta \mathbf{A}\|)$ such that for $\hat{U}_{k}:=$ $Q_{k}\left[\begin{array}{c}I \\ -X_{k}\end{array}\right]$ we have

$$
\begin{equation*}
\left(A_{k}+\Delta A_{k}\right) \hat{U}_{k+1-q_{k}}=\hat{U}_{k+q_{k}}\left(C_{k}+\Delta C_{k}\right) \tag{2.48}
\end{equation*}
$$

where

$$
\Delta C_{k}=U_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}}+\left(F_{k}+U_{k+q_{k}}^{H} \Delta A_{k} \tilde{U}_{k+1-q_{k}}\right) X_{k+1-q_{k}}
$$

for $k=1, \ldots, p$. As $\|\Delta \mathbf{C}\|=O(\|\Delta \mathbf{A}\|)$ and $\|\Delta \mathbf{A}\|$ is assumed to be sufficiently small, the eigenvalues of $\mathbf{C}+\Delta \mathbf{C}$ are just the $m$ eigenvalues of $\mathbf{A}+\Delta \mathbf{A}$ closest to $\lambda$. Let $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right)$ be the unit norm right eigenvector of an eigenvalue of $\mathbf{C}+\Delta \mathbf{C}$, i.e.,

$$
\begin{equation*}
\left(C_{k}+\Delta C_{k}\right) x_{k+1-q_{k}}=\hat{\alpha}_{k} x_{k+q_{k}}, \quad k=1, \ldots, p, \tag{2.49}
\end{equation*}
$$

and suppose that the eigenvalue $\lambda$ is finite. Then all $C_{k}$ corresponding to $s_{k}=-1$ are nonsingular, and setting

$$
\begin{equation*}
L_{1}:=\left(C_{1}+\Delta C_{1}\right)^{s_{1}} \cdots\left(C_{p}+\Delta C_{p}\right)^{s_{p}}=\lambda I_{m}+\Delta L_{1}+\tilde{L}_{1} \tag{2.50}
\end{equation*}
$$

with

$$
\Delta L_{1}=\sum_{k=1}^{p}(-1)^{q_{k}}\left(\prod_{j=1}^{k-1} C_{j}^{s_{j}}\right) C_{k}^{-q_{k}} \Delta C_{k} C_{k}^{-q_{k}}\left(\prod_{j=k+1}^{p} C_{j}^{s_{j}}\right)
$$

it follows that $\left\|\tilde{L}_{1}\right\|=O\left(\|\Delta \mathbf{A}\|^{2}\right)$. For $\hat{\lambda}=\prod_{k=1}^{p} \hat{\alpha}_{k}^{s_{k}}$, applying Theorem 2.8 and using (2.49) for a given $y_{1}$ with $y_{1}^{H} x_{1} \neq 0$ we have

$$
\begin{aligned}
\hat{\lambda}-\lambda & =\frac{y_{1}^{H}\left(\Delta L_{1}+\tilde{L}_{1}\right) x_{1}}{y_{1}^{H} x_{1}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) \\
& =\frac{y_{1}^{H} \Delta L_{1} x_{1}}{y_{1}^{H} x_{1}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) \\
& =\frac{y_{1}^{H}\left\{\sum_{k=1}^{p}(-1)^{q_{k}}\left(\prod_{j=1}^{k-1} C_{j}^{s_{j}}\right) C_{k}^{-q_{k}} \Delta C_{k} C_{k}^{-q_{k}}\left(\prod_{j=k+1}^{p} C_{j}^{s_{j}}\right)\right\} x_{1}}{y_{1}^{H} x_{1}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) .
\end{aligned}
$$

By (2.48) and (2.46), we have

$$
V_{k+q_{k}}^{H} \hat{U}_{k+q_{k}}\left(C_{k}+\Delta C_{k}\right)=\tilde{C}_{k} V_{k+1-q_{k}}^{H} \hat{U}_{k+1-q_{k}}+V_{k+q_{k}}^{H} \Delta A_{k} \hat{U}_{k+1-q_{k}} .
$$

Note that $\hat{U}_{k}=U_{k}+O(\|\Delta \mathbf{A}\|)$. From these relations and (2.47), if $s_{k}=1$ we get

$$
\Delta C_{k}=H_{k}^{-1} V_{k}^{H} \Delta A_{k} U_{k+1}+C_{k} H_{k+1}^{-1} V_{k+1}^{H} \hat{U}_{k+1}-H_{k}^{-1} V_{k}^{H} \hat{U}_{k} C_{k}+O\left(\|\Delta \mathbf{A}\|^{2}\right) .
$$

If $s_{k}=-1$, then

$$
-C_{k}^{-1} \Delta C_{k} C_{k}^{-1}=-C_{k}^{-1} H_{k+1}^{-1} V_{k+1}^{H}\left(\Delta A_{k} U_{k} C_{k}^{-1}-\hat{U}_{k+1}\right)-H_{k}^{-1} V_{k}^{H} \hat{U}_{k} C_{k}^{-1}+O\left(\|\Delta \mathbf{A}\|^{2}\right)
$$

These two formulas have the form

$$
\begin{aligned}
&(-1)^{q_{k}} C_{k}^{-q_{k}} \Delta C_{k} C_{k}^{-q_{k}}=(-1)^{q_{k}} C_{k}^{-q_{k}} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}} C_{k}^{-q_{k}} \\
&+C_{k}^{s_{k}} H_{k+1}^{-1} V_{k+1}^{H} \hat{U}_{k+1}-H_{k}^{-1} V_{k}^{H} \hat{U}_{k} C_{k}^{s_{k}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
(-1)^{q_{k}} & \left(\prod_{j=1}^{k-1} C_{j}^{s_{j}}\right) C_{k}^{-q_{k}} \Delta C_{k} C_{k}^{-q_{k}}\left(\prod_{j=k+1}^{p} C_{j}^{s_{j}}\right) \\
= & (-1)^{q_{k}}\left(\prod_{j=1}^{k-1} C_{j}^{s_{j}}\right) C_{k}^{-q_{k}} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}} C_{k}^{-q_{k}}\left(\prod_{j=k+1}^{p} C_{j}^{s_{j}}\right) \\
& +\left(\prod_{j=1}^{k} C_{j}^{s_{j}}\right) H_{k+1}^{-1} V_{k+1}^{H} \hat{U}_{k+1}\left(\prod_{j=k+1}^{p} C_{j}^{s_{j}}\right) \\
& -\left(\prod_{j=1}^{k-1} C_{j}^{s_{j}}\right) H_{k}^{-1} V_{k}^{H} \hat{U}_{k}\left(\prod_{j=k}^{p} C_{j}^{s_{j}}\right)+O\left(\|\Delta \mathbf{A}\|^{2}\right) .
\end{aligned}
$$

Since $\prod_{k=1}^{p} C_{k}^{s_{k}}=\lambda I$, we have

$$
\begin{gathered}
\sum_{k=1}^{p}\left\{\left(\prod_{j=1}^{k} C_{j}^{s_{j}}\right) H_{k+1}^{-1} V_{k+1}^{H} \hat{U}_{k+1}\left(\prod_{j=k+1}^{p} C_{j}^{s_{j}}\right)-\left(\prod_{j=1}^{k-1} C_{j}^{s_{j}}\right) H_{k}^{-1} V_{k}^{H} \hat{U}_{k}\left(\prod_{j=k}^{p} C_{j}^{s_{j}}\right)\right\} \\
=\prod_{j=1}^{p} C_{j}^{s_{j}} H_{1}^{-1} V_{1}^{H} \hat{U}_{1}-H_{1}^{-1} V_{1}^{H} \hat{U}_{1} \prod_{j=1}^{p} C_{j}^{s_{j}}=0
\end{gathered}
$$

and hence

$$
\begin{aligned}
& \hat{\lambda}-\lambda \\
&= \frac{1}{y_{1}^{H} x_{1}} y_{1}^{H}\left\{\sum_{k=1}^{p}(-1)^{q_{k}}\left(\prod_{j=1}^{k-1} C_{j}^{s_{j}}\right) C_{k}^{-q_{k}} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}} C_{k}^{-q_{k}}\left(\prod_{j=k+1}^{p} C_{j}^{s_{j}}\right)\right\} x_{1} \\
&+O\left(\|\Delta \mathbf{A}\|^{2}\right) \\
&= \frac{1}{y_{1}^{H} x_{1}} y_{1}^{H}\left\{\sum_{k=1}^{p}(-1)^{q_{k}}\left(\prod_{j=1}^{k+q_{k}-1} C_{j}^{s_{j}}\right) H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}}\left(\prod_{j=k+1-q_{k}}^{p} C_{j}^{s_{j}}\right)\right\} x_{1} \\
&\left(21 . \rrbracket \backslash\|\Delta \mathbf{A}\|^{2}\right) .
\end{aligned}
$$

If $\lambda$ is infinite then by taking the index as $\left(-s_{1}, \ldots,-s_{p}\right)$ and considering $\frac{1}{\hat{\lambda}}$ we obtain a formula similar to (2.51).
The following theorem gives the perturbation analysis for multiple eigenvalues.
Theorem 2.9. Let $\mathbf{A}$ be a regular matrix tuple with sign tuple $s$ and let $\lambda$ be an eigenvalue of $\mathbf{A}$ with multiplicity $m$ having a complete set of eigenvectors. Let the corresponding orthonormal bases of the left and right generalized deflating subspaces $\mathbf{V}$ and $\mathbf{U}$ be chosen to satisfy (2.46) and (2.43) and let $H_{k}=V_{k}^{H} U_{k}$. Consider a perturbation $\mathbf{A}+\Delta \mathbf{A}$ with $\|\Delta \mathbf{A}\|$ sufficiently small. Then there are $m$ associated eigenvalues of $\mathbf{A}+\Delta \mathbf{A}$, and for every such eigenvalue $\hat{\lambda}$, let $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right)$ be of unit norm satisfying (2.49) and let $\left(\hat{U}_{1}, \ldots, \hat{U}_{p}\right)$ satisfy (2.48). Then for every $l \in\{1, \ldots, p\}$ and for any $y_{l}$ such that $y_{l}^{H} x_{l} \neq 0$, we have the following.
a) If $\lambda$ is finite, then with $\Theta_{k}:=\prod_{j=l}^{k+q_{k}-1} C_{j}^{s_{j}}$ we have

$$
\begin{align*}
\hat{\lambda}-\lambda= & \frac{1}{y_{l}^{H} x_{l}} y_{l}^{H}\left\{\sum_{k=l}^{p+l-1}(-1)^{q_{k}} \Theta_{k} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}}\left(\prod_{j=k+1-q_{k}}^{p+l-1} C_{j}^{s_{j}}\right)\right\} x_{l}  \tag{2.52}\\
& (2.52) \quad+O\left(\|\Delta \mathbf{A}\|^{2}\right) \\
= & \frac{1}{y_{l}^{H} x_{l}} \sum_{k=l}^{p+l-1}(-1)^{q_{k}}\left(\prod_{j=k+1-q_{k}}^{p+l-1} \hat{\alpha}_{j}^{s_{j}}\right) y_{l}^{H}\left\{\Theta_{k} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}}\right\} x_{k-q_{k}} \\
& (2.53) \quad+O\left(\|\Delta \mathbf{A}\|^{2}\right)
\end{align*}
$$

and the following bound holds.

$$
\begin{aligned}
|\hat{\lambda}-\lambda| \leq & \min _{l}\left\|\sum_{k=l}^{p+l-1}(-1)^{q_{k}} \Theta_{k} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}}\left(\prod_{j=k+1-q_{k}}^{p+l-1} C_{j}^{s_{j}}\right)\right\| \\
\leq & \sum_{k=1}^{p}\left(\prod_{j=1, j \neq k}^{p} \|\left(\|\Delta \mathbf{A}\|^{2}\right)\right. \\
& \left.\left.(2.55) \quad+O\left(\| U_{j+q_{j}}^{H} A_{j} U_{j+1-q_{j}}\right)^{s_{j}} \|\right)\|\mathbf{A}\|^{2}\right) .
\end{aligned}
$$

b) If $\lambda$ is infinite, then with $\Omega_{k}:=\left(\prod_{j=k+q_{k}}^{p+l-1} C_{j}^{s_{j}}\right)^{-1}$, (here $\left(\prod_{j=i}^{m} C_{j}^{s_{j}}\right)^{-1}:=$

$$
\begin{aligned}
& \left.C_{m}^{-s_{m}} \ldots C_{i}^{-s_{i}} \text { if } i \leq m \text { and }\left(\prod_{j=i}^{m} C_{j}^{s_{j}}\right)^{-1}=I \text { if } i>m,\right) \\
& \begin{array}{c}
\frac{1}{\hat{\lambda}}=-\frac{1}{y_{l}^{H} x_{l}} y_{l}^{H}\left\{\sum_{k=l}^{p+l-1}(-1)^{q_{k}} \Omega_{k} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}}\left(\prod_{j=l}^{k-q_{k}} C_{j}^{s_{j}}\right)^{-1}\right\} x_{l} \\
=- \\
\quad(2.56) \quad+O\left(\|\Delta \mathbf{A}\|^{2}\right) \\
y_{l}^{H} x_{l}
\end{array} \sum_{k=l}^{p+l-1}(-1)^{q_{k}}\left(\prod_{j=l}^{k-q_{k}} \hat{\alpha}_{j}^{-s_{j}}\right) y_{l}^{H}\left\{\Omega_{k} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}}\right\} x_{k+1-q_{k}} \\
& (2.57) \quad+O\left(\|\Delta \mathbf{A}\|^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
&\left.\left|\frac{1}{\hat{\lambda}}\right| \leq \min _{l} \| \sum_{k=l}^{2+5-1} 2 \phi+1\right)^{q_{k}} \Omega_{k} H_{k+q_{k}}^{-1} V_{k+q_{k}}^{H} \Delta A_{k} U_{k+1-q_{k}}\left(\prod_{j=l}^{k-q_{k}} C_{j}^{-s_{j}}\right)^{-1} \|+O\left(\|\Delta \mathbf{A}\|^{2}\right) \\
& \leq \sum_{k=1}^{p}\left(\prod_{j=1, j \neq k}^{p}\left\|\left(U_{j+q_{j}}^{H} A_{j} U_{j+1-q_{j}}\right)^{-s_{j}}\right\|\right)\left\|\left(U_{k+q_{k}}^{H} A_{k} U_{k+1-q_{k}}\right)^{\left(q_{k}-1\right)}\right\|^{2} \frac{\left\|\Delta A_{k}\right\|}{\sigma_{\min }\left(H_{k+q_{k}}\right)} \\
&(2.59)+O\left(\|\Delta \mathbf{A}\|^{2}\right) .
\end{aligned}
$$

Proof. If $\hat{\lambda}$ is an eigenvalue of $\mathbf{C}+\Delta \mathbf{C}$, then using reordering in the periodic Schur form (see [9, 17]), regardless whether $\hat{\lambda}$ is simple or multiple there always exists a unit norm right eigenvector $\mathbf{x}$. Hence we have (2.51) if $\lambda$ is finite.
Formula (2.51) is generated by considering the matrix product $L_{1}$ in (2.50). Since there exists a complete set of eigenvectors associated with $\lambda$, performing the same analysis on

$$
L_{l}:=\left(C_{l}+\Delta C_{l}\right)^{s_{l}} \cdots\left(C_{p+l-1}+\Delta C_{p+l-1}\right)^{s_{p+l-1}}
$$

for $l=2, \ldots, p$ we get the analogous formula for $\hat{\lambda}-\lambda$. Hence we have (2.52). By (2.49) we have

$$
\left(\prod_{j=k+1-q_{k}}^{p+l-1} C_{j}^{s_{j}}\right) x_{l}=\left(\prod_{j=k+1-q_{k}}^{p+l-1} \hat{\alpha}_{j}^{s_{j}}\right) x_{k-q_{k}}+z_{k}, \quad\left\|z_{k}\right\|=O(\|\Delta \mathbf{A}\|)
$$

which implies (2.53). Formulae (2.56) and (2.57) are derived analogously.
The upper bounds (2.54), (2.55) and (2.58), (2.59) are derived by setting $y_{l}=$ $x_{l}$ in (2.52) and (2.56) respectively, and using the fact that $C_{k}=U_{k+q_{k}}^{H} A_{k} U_{k+1-q_{k}}$, which follows from (2.42).
The main difference between the perturbation results for simple and multiple eigenvalues is that instead of the components $\alpha_{k}$ the matrices $C_{k}$ are involved. Another difference is that for $\lambda \in\{0, \infty\}$ in (2.38) or (2.39) only one $\Delta A_{k_{0}}$ affects the eigenvalue, while in (2.52) or (2.56) the perturbed eigenvalue seems to be influenced by all perturbations. However, by choosing a proper vector $y_{l}$ in (2.52) or (2.56) it is still possible to obtain a result similar to (2.38) or (2.39). Consider for example $\lambda=0$ in (2.52). Then there exists an integer $l_{0}$ such that $s_{l_{0}}=1$ and $C_{l_{0}}$ is singular. Let $y_{l_{0}}$ be a unit norm vector such that $y_{l_{0}}^{H} C_{l_{0}}=0$. Note that $s_{l_{0}}=1$ and $q_{l_{0}}=0$ in this case. If $y_{l_{0}}^{H} x_{l_{0}} \neq 0$ then equations (2.52) and (2.53) corresponding to $l=l_{0}$ reduce to

$$
\begin{aligned}
\hat{\lambda} & =\frac{y_{l_{0}}^{H} H_{l_{0}}^{-1} V_{l_{0}}^{H} \Delta A_{l_{0}} U_{l_{0}+1}\left(\prod_{j=l_{0}+1}^{p+l_{0}-1} C_{j}^{s_{j}}\right) x_{l_{0}}}{y_{l_{0}}^{H} x_{l_{0}}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) \\
& =\left(\prod_{j=l_{0}+1}^{p+l_{0}-1} \hat{\alpha}_{j}^{s_{j}}\right) \frac{y_{l_{0}}^{H} H_{l_{0}}^{-1} V_{l_{0}}^{H} \Delta A_{l_{0}} U_{l_{0}+1} x_{l_{0}+1}}{y_{l_{0}}^{H} x_{l_{0}}}+O\left(\|\Delta \mathbf{A}\|^{2}\right) .
\end{aligned}
$$

We conjecture that we can always choose such a proper $y_{l}$ and similar simplified formulae hold also for all other eigenvalues.

The first order perturbation bounds for multiple eigenvalues with a complete set of eigenvectors depend on the eigenvectors of the perturbed eigenvalues which is not the case for simple eigenvalues. Since these eigenvectors are determined by the perturbation matrices, this makes the formulae less useful. However, the bounds of (2.55) and (2.59) can be used to evaluate the perturbation in the eigenvalues.

Note that even if $\lambda$ has a complete set of eigenvectors, in general the matrices $C_{k}$ in (2.43) are not diagonal if $\mathbf{U}$ is unitary. For example, if $p=3, s=$ $(1,-1,-1)$ and

$$
\mathbf{A}=\left(\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right],\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right],\left[\begin{array}{cc}
1 & -1 \\
0 & 2
\end{array}\right]\right)
$$

then it is easy to verify that there does not exist any triple of unitary matrices $\left(Q_{1}, Q_{2}, Q_{3}\right)$, such that $Q_{1}^{H} A_{1} Q_{2}, Q_{3}^{H} A_{2} Q_{2}$ and $Q_{1}^{H} A_{3} Q_{3}$ are simultaneously diagonal. If $p=1$ or $p=2$, however, $C_{k}$ can be chosen to be diagonal.

Lemma 2.10. Let $\lambda$ be an eigenvalue of $\mathbf{A}$ with sign tuple $s$ and suppose that there exists a complete set of eigenvectors. If $p=1$ or $p=2$ then the
orthonormal basis $\mathbf{U}$ can be chosen such that the matrices $C_{k}, k=1, \ldots, p$, are all diagonal.

Proof. For $p=1$, with $C_{1}=\lambda I$ for $s=(1)$ or $C_{1}=\frac{1}{\lambda} I$ if $s=(-1)$, the result is obvious.
For $p=2$ we only consider the case that $\lambda$ is finite. The infinite case is proved analogously. Consider the case that $s=(1,-1)$, the case $s=(-1,1)$ is analogous. We have to find unitary matrices $Q_{1}, Q_{2}$ such that $Q_{1}^{H} C_{1} Q_{2}$ and $Q_{1}^{H} C_{2} Q_{2}$ are both diagonal. Since $\lambda$ is finite, $C_{2}$ must be nonsingular. Let $Q_{1}^{H} C_{2} Q_{2}=D_{2}$ be the singular value decomposition of $C_{2}$. Since $C_{1} C_{2}^{-1}=$ $\lambda I$, we have $Q_{1}^{H} C_{1} Q_{2}=\lambda D_{2}=: D_{1}$ and the assertion follows. If $s=(1,1)$ (or in a similar way if $s=(-1,-1)$ ), then we have to find unitary matrices such that $Q_{1}^{H} C_{1} Q_{2}$ and $Q_{2}^{H} C_{2} Q_{1}$ are both diagonal. If $\lambda$ is nonzero, then let $Q_{2}^{H} C_{2} Q_{1}=D_{2}$ be the singular value decomposition of $C_{2}$. Since then $D_{2}$ must be nonsingular, using $C_{1} C_{2}=C_{2} C_{1}=\lambda I$ we have $Q_{1}^{H} C_{1} Q_{2}=\lambda D_{2}^{-1}=D_{1}$. If $\lambda$ is zero, then let $\hat{Q}_{2}^{H} C_{2} \hat{Q}_{1}=\left[\begin{array}{cc}\hat{D}_{2} & 0 \\ 0 & 0\end{array}\right]$ be the singular value decomposition of $C_{2}$ with $\hat{D}_{2}$ is nonsingular. Using the commutativity, i.e., $C_{1} C_{2}=C_{2} C_{1}=0$, it follows that the matrix $\hat{Q}_{1}^{H} C_{1} \hat{Q}_{2}$ has the form $\left[\begin{array}{cc}0 & 0 \\ 0 & \hat{C}_{1}\end{array}\right]$. Let $W_{1}^{H} \hat{C}_{1} W_{2}$ be the singular value decomposition of $\hat{C}_{1}$ then for $Q_{1}=\hat{Q}_{1} \operatorname{diag}\left(I, W_{1}\right)$ and $Q_{2}=$ $\hat{Q}_{2} \operatorname{diag}\left(I, W_{2}\right)$, the matrices $Q_{1}^{H} C_{1} Q_{2}$ and $Q_{2}^{H} C_{2} Q_{1}$ are diagonal.

Using this lemma we obtain the classical perturbation results for matrix pencils $A-\lambda B$. considered as a formal matrix product with $p=2, s=(1,-1)$ and $\mathbf{A}=(A, B)$.

Theorem 2.11. Let $\lambda$ be an eigenvalue of $A-\lambda B$ of multiplicity $m$ with $a$ complete set of eigenvectors. Let $\mathbf{U}=\left(U_{1}, U_{2}\right)$ be an orthonormal basis of the right generalized deflating subspace, such that

$$
A U_{2}=U_{1} C_{A}, \quad B U_{2}=U_{1} C_{B}
$$

with

$$
C_{A}=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{m}\right), \quad C_{B}=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{m}\right), \quad \frac{\alpha_{1}}{\beta_{1}}=\ldots=\frac{\alpha_{m}}{\beta_{m}}=\lambda
$$

Let $\mathbf{V}=\left(V_{1}, V_{2}\right)$ be an orthonormal basis of the left generalized deflating subspace corresponding to $\lambda$ and let $k_{0}$ be an integer such that $\left|\beta_{k_{0}}\right|=\min \left\{\left|\beta_{1}\right|, \ldots,\left|\beta_{m}\right|\right\}$ for $\lambda$ finite and let $\left|\alpha_{k_{\infty}}\right|=\min \left\{\left|\alpha_{1}\right|, \ldots,\left|\alpha_{m}\right|\right\}$ for $\lambda=\infty$. If $\hat{A}-\lambda \hat{B}=$ $(A+\Delta A)-\lambda(B+\Delta B)$ and $\|(\Delta A, \Delta B)\|$ is sufficiently small, then for all the $m$ associated eigenvalues $\hat{\lambda}$ of $\hat{A}-\lambda \hat{B}$ the following inequalities hold.
a) If $\lambda$ is nonzero and finite, then

$$
\begin{aligned}
\left|\frac{\hat{\lambda}-\lambda}{\lambda}\right| \leq & \min \left\{\left\|\left(V_{1}^{H} U_{1} C_{B}\right)^{-1} V_{1}^{H}\left(\frac{1}{\lambda} \Delta A-\Delta B\right) U_{2}\right\|\right. \\
& \left.\left\|\left(V_{1}^{H} U_{1}\right)^{-1} V_{1}^{H}\left(\frac{1}{\lambda} \Delta A-\Delta B\right) U_{2} C_{B}^{-1}\right\|\right\}+O\left(\|(\Delta A, \Delta B)\|^{2}\right) \\
\leq & \frac{1}{\sigma_{\min }\left(V_{1}^{H} U_{1}\right)}\left\|\frac{1}{\alpha_{k_{0}}} \Delta A-\frac{1}{\beta_{k_{0}}} \Delta B\right\|+O\left(\|(\Delta A, \Delta B)\|^{2}\right)
\end{aligned}
$$

b) If $\lambda=0$, then

$$
\begin{aligned}
|\hat{\lambda}| & \leq \min \left\{\left\|\left(V_{1}^{H} U_{1} C_{B}\right)^{-1} V_{1}^{H} \Delta A U_{2}\right\|,\left\|\left(V_{1}^{H} U_{1}\right)^{-1} V_{1}^{H} \Delta A U_{2} C_{B}^{-1}\right\|\right\}+O\left(\|(\Delta A, \Delta B)\|^{2}\right) \\
& \leq \frac{1}{\beta_{k_{0}} \sigma_{\min }\left(V_{1}^{H} U_{1}\right)}\|\Delta A\|+O\left(\|(\Delta A, \Delta B)\|^{2}\right)
\end{aligned}
$$

c) If $\lambda=\infty$, then

$$
\begin{aligned}
\frac{1}{|\hat{\lambda}|} & \leq \min \left\{\left\|\left(V_{1}^{H} U_{1} C_{A}\right)^{-1} V_{1}^{H} \Delta B U_{2}\right\|,\left\|\left(V_{1}^{H} U_{1}\right)^{-1} V_{1}^{H} \Delta B U_{2} C_{A}^{-1}\right\|\right\}+O\left(\|(\Delta A, \Delta B)\|^{2}\right) \\
& \leq \frac{1}{\alpha_{k_{\infty}} \sigma_{\min }\left(V_{1}^{H} U_{1}\right)}\|\Delta B\|+O\left(\|(\Delta A, \Delta B)\|^{2}\right)
\end{aligned}
$$

Proof. If $\lambda$ is finite, then using (2.54) and $C_{A} C_{B}^{-1}=C_{B}^{-1} C_{A}=\lambda I$, we have

$$
\begin{array}{rr}
|\hat{\lambda}-\lambda| \leq \min \left\{\left\|\left(V_{1}^{H} U_{1} C_{B}\right)^{-1} V_{1}^{H}(\Delta A-\lambda \Delta B) U_{2}\right\|\right. \\
(2.60) & \left.\left\|\left(V_{1}^{H} U_{1}\right)^{-1} V_{1}^{H}(\Delta A-\lambda \Delta B) U_{2} C_{B}^{-1}\right\|\right\}+O\left(\|(\Delta A, \Delta B)\|^{2}\right) \tag{2.60}
\end{array}
$$

If $\lambda$ is nonzero, then the first inequality is obvious, and since

$$
\begin{aligned}
|\hat{\lambda}-\lambda| & \leq\left\|C_{B}^{-1}\right\|\left\|\left(V_{1}^{H} U_{1}\right)^{-1}\right\|\|\Delta A-\lambda \Delta B\|+O\left(\|(\Delta A, \Delta B)\|^{2}\right) \\
& =\frac{1}{\sigma_{\min }\left(V_{1}^{H} U_{1}\right)}\left\|\frac{1}{\beta_{k_{0}}}(\Delta A-\lambda \Delta B)\right\|+O\left(\|(\Delta A, \Delta B)\|^{2}\right)
\end{aligned}
$$

the second inequality follows since $\alpha_{k_{0}} / \beta_{k_{0}}=\lambda$.
If $\lambda=0$ the assertion is obvious from (2.60).
If $\lambda=\infty$, the assertion follows by applying the inequality (2.58).
The bounds given here depend on $\sigma_{\min }\left(V_{1}^{H} U_{1}\right)$, which is the reciprocal of the condition number of $\lambda$ related to the formal product $A B^{-1}$. One may also use the bound given by $\sigma_{\min }\left(V_{2}^{H} U_{2}\right)$ related to $B^{-1} A$. This can be derived as follows. Let $V_{1}^{H} A=\tilde{C}_{A} V_{2}^{H}, V_{1}^{H} B=\tilde{C}_{B} V_{2}^{H}$. Then $\tilde{C}_{A} V_{2}^{H} U_{2}=V_{1}^{H} U_{1} C_{A}$ and $\tilde{C}_{B} V_{2}^{H} U_{2}=V_{1}^{H} U_{1} C_{B}$. If $\lambda$ is finite and $C_{B}, \tilde{C}_{B}$ are nonsingular, then the alternative bound in terms of $\sigma_{\min }\left(V_{2}^{H} U_{2}\right)$ follows from (2.60). For $\lambda=\infty$ the construction is similar. This trick can also be applied in the general case $p>2$ if $\lambda$ is simple.
REMARK 2.7. We have already noted that for nonzero finite eigenvalues it is enough if one of the conditions in (2.44) is satisfied. However, for zero or infinite eigenvalues, the situation is different. For example, let $p=2, s=(1,1)$ and

$$
\mathbf{A}=\left(\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\right)
$$

Then

$$
B_{1}=A_{1} A_{2}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad B_{2}=A_{2} A_{1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

But even though only one of the identities (2.44) or (2.45) is satisfied for some $l_{0}$, following the analysis, the perturbation results $(2.52),(2.55)$ or $(2.56),(2.59)$
still hold for this particular $l_{0}$. This means that even in this case we still have first order perturbation results.
In this section we have extended the classical perturbation results for eigenvalues and eigenvectors of matrices and matrix pencils, as given, e.g., in [33], to formal products of $p$ matrices. If the formal products consist of structured matrices, then one is interested also in structured perturbations. Typically the perturbation results change if structured perturbations are considered. This case will be studied in the Section 4 for the special case of Hamiltonian/skewHamiltonian pencils. But first we will illustrate the results obtained in this section using some numerical examples.

## 3 Numerical Examples.

In this section we present some numerical examples to illustrate the eigenvalue bounds (2.37) - (2.39) and the bound in (2.18) for deflating subspaces. The examples will demonstrate the sharpness of the bounds and the factors responsible for ill-conditioning. Furthermore, we will give a comparison between the results for formal products and explicit product forms.

All computations were performed on a PC Pentium-IV with machine precision $\varepsilon \approx 2.22 \times 10^{-16}$, using MATLAB version 5.3.

Example 3.1. Consider the perturbations of the eigenvalue 1 for the matrix tuple

$$
\mathbf{A}=\left(\left[\begin{array}{lll}
1 & 10 & \\
& 10 & \\
& & 0.1
\end{array}\right],\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & 10
\end{array}\right],\left[\begin{array}{lll}
1 & & \\
& 10 & 1 \\
& & 1
\end{array}\right]\right)
$$

with sign tuple $s=(1,-1,1)$. The three reciprocal condition numbers of 1 defined in (2.33) are $0.7017,0.9949$ and 0.9904 . In Table 3.1 we denote by $\delta$ the order of the perturbations. For each order we used 40 different perturbations $\mathbf{T}$ of the form $\delta * T_{k}$, where $T_{k}$ is randomly generated and has unit norm. In the second column of Table 3.1 we show the smallest and largest error (out of all 40 examples) for the eigenvalue of $\mathbf{A}+\mathbf{T}$ closest to 1 . The third column displays the smallest and largest first order perturbation bound from (2.37) for the eigenvalue 1. The last column then shows the ratio of perturbation bound and eigenvalue error.

| $\delta$ | eig. error | pert. bound | ratio |
| :---: | :---: | :---: | :---: |
| $10^{-2}$ | $3.87 \times 10^{-6} \sim 1.85 \times 10^{-2}$ | $3.87 \times 10^{-6} \sim 1.86 \times 10^{-2}$ | $0.8192 \sim 1.3164$ |
| $10^{-4}$ | $2.50 \times 10^{-6} \sim 1.87 \times 10^{-4}$ | $2.50 \times 10^{-6} \sim 1.87 \times 10^{-4}$ | $0.9995 \sim 1.0001$ |
| $10^{-6}$ | $6.36 \times 10^{-8} \sim 1.87 \times 10^{-6}$ | $6.36 \times 10^{-8} \sim 1.87 \times 10^{-6}$ | 1 |
| $10^{-8}$ | $1.27 \times 10^{-10} \sim 1.79 \times 10^{-8}$ | $1.27 \times 10^{-10} \sim 1.79 \times 10^{-8}$ | 1 |
| $10^{-10}$ | $3.11 \times 10^{-12} \sim 1.79 \times 10^{-10}$ | $3.11 \times 10^{-12} \sim 1.79 \times 10^{-10}$ | $1 \sim 1.0001$ |
| $10^{-12}$ | $1.62 \times 10^{-14} \sim 1.71 \times 10^{-12}$ | $1.61 \times 10^{-14} \sim 1.71 \times 10^{-12}$ | $0.9925 \sim 1.0043$ |
| $10^{-14}$ | $6.66 \times 10^{-16} \sim 2.07 \times 10^{-14}$ | $4.45 \times 10^{-16} \sim 2.07 \times 10^{-14}$ | $0.5013 \sim 1.1546$ |

Table 3.1: Eigenvalue errors and bounds for Example 3.1

The numerical tests demonstrate that the perturbation bound usually gives
accurate estimates, but there are also cases where the bounds overestimate the real error.
To demonstrate the dependence of the perturbations on the number of terms in the formal product, we give the following example.

Example 3.2. Consider two matrix tuples

$$
\begin{aligned}
& \mathbf{A}_{1}=\left(\left[\begin{array}{ll}
1 & \\
& 1+10^{-5}
\end{array}\right],\left[\begin{array}{cc}
1 & 10 \\
0 & 1+10^{-5}
\end{array}\right], \ldots,\left[\begin{array}{cc}
1 & 10 \\
0 & 1+10^{-5}
\end{array}\right]\right), \\
& \mathbf{A}_{2}=\left(\left[\begin{array}{ll}
1 & 1+10^{-5}
\end{array}\right],\left[\begin{array}{cc}
1 & \\
& 1+10^{-5}
\end{array}\right], \ldots,\left[\begin{array}{cc}
1 & \\
& 1+10^{-5}
\end{array}\right]\right)
\end{aligned}
$$

with $s_{1}=\ldots=s_{p}=1$. Both tuples have the two eigenvalues 1 and $0.9^{p}$. In Table 3.2 we demonstrate how the eigenvalue 1 changes under perturbations when $p$ increases. In both cases we perturb every matrix of the formal product by the same positive randomly generated perturbation of order of $10^{-10}$ (constructed using the MATLAB function rand). Here, $\kappa$ denotes the average of $\kappa_{1}, \ldots, \kappa_{p}$ as defined in (2.33) for the eigenvalue 1. In this example the value of $\kappa$ is approximately the same for all $p$ and we see that the eigenvalue 1 in the tuple $\mathbf{A}_{1}$ is ill-conditioned, while in $\mathbf{A}_{2}$ it is well-conditioned.

| $p$ | $\mathbf{A}_{1}$ |  |  | $\mathbf{A}_{2}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\kappa$ | eig. - error | bound | $\kappa$ | eig. - error | bound |
| 2 | $2.00 \times 10^{-6}$ | $1.55 \times 10^{-5}$ | $2.75 \times 10^{-5}$ | 1 | $7.16 \times 10^{-11}$ | $7.16 \times 10^{-11}$ |
| 10 | $1.11 \times 10^{-6}$ | $1.63 \times 10^{-4}$ | $4.30 \times 10^{-4}$ | 1 | $3.42 \times 10^{-10}$ | $3.42 \times 10^{-10}$ |
| 20 | $1.11 \times 10^{-6}$ | $3.08 \times 10^{-4}$ | $7.81 \times 10^{-4}$ | 1 | $9.09 \times 10^{-10}$ | $9.09 \times 10^{-10}$ |
| 30 | $1.03 \times 10^{-6}$ | $4.62 \times 10^{-4}$ | $1.17 \times 10^{-3}$ | 1 | $1.23 \times 10^{-9}$ | $1.23 \times 10^{-9}$ |
| 40 | $1.03 \times 10^{-6}$ | $6.35 \times 10^{-4}$ | $1.64 \times 10^{-3}$ | 1 | $1.57 \times 10^{-9}$ | $1.57 \times 10^{-9}$ |
| 50 | $1.02 \times 10^{-6}$ | $8.38 \times 10^{-4}$ | $2.24 \times 10^{-3}$ | 1 | $1.98 \times 10^{-9}$ | $1.98 \times 10^{-9}$ |
| 60 | $1.02 \times 10^{-6}$ | $1.01 \times 10^{-3}$ | $2.71 \times 10^{-3}$ | 1 | $2.50 \times 10^{-9}$ | $2.50 \times 10^{-9}$ |
| 70 | $1.01 \times 10^{-6}$ | $1.19 \times 10^{-3}$ | $3.23 \times 10^{-3}$ | 1 | $2.86 \times 10^{-9}$ | $2.86 \times 10^{-9}$ |
| 80 | $1.01 \times 10^{-6}$ | $1.37 \times 10^{-3}$ | $3.72 \times 10^{-3}$ | 1 | $3.15 \times 10^{-9}$ | $3.15 \times 10^{-9}$ |
| 90 | $1.01 \times 10^{-6}$ | $1.53 \times 10^{-3}$ | $4.14 \times 10^{-3}$ | 1 | $3.61 \times 10^{-9}$ | $3.61 \times 10^{-9}$ |
| 100 | $1.01 \times 10^{-6}$ | $1.73 \times 10^{-3}$ | $4.72 \times 10^{-3}$ | 1 | $3.95 \times 10^{-9}$ | $3.95 \times 10^{-9}$ |

Table 3.2: Test results for Example 3.2

The example demonstrates that our perturbation bound is sharp in both cases and that the dependence on the number of terms $p$ in the formal product is not significant. In other words, the second order term in the bound is negligible in this example, which supports our observation in Remark 2.6. The eigenvalue error is increasing only slightly when $p$ increases.

Our next example demonstrates the dangereous effects that may occur when a matrix product is explicitly formed instead of working with the formal product.

Example 3.3. Let

$$
\mathbf{A}=\left(\left[\begin{array}{ll}
\frac{2}{\delta} & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
\delta & 1 \\
0 & 1
\end{array}\right]\right)
$$

with $s=(1,1) . \quad$ In this example

$$
B_{1}=A_{1} A_{2}=\left[\begin{array}{cc}
2 & \frac{2}{\delta} \\
0 & 0
\end{array}\right], \quad B_{2}=A_{2} A_{1}=\left[\begin{array}{ll}
2 & 0 \\
0 & 0
\end{array}\right]
$$

So the tuple $\mathbf{A}$ has eigenvalues 2 and 0 . The reciprocal condition numbers of $B_{1}$ and $B_{2}$ are $\kappa_{1}=\delta / \sqrt{\delta^{2}+1}$ and $\kappa_{2}=1$. We perturb the matrices $A_{1}$ and $A_{2}$ with

$$
E_{1}=(2 / \delta) 10^{-10}\left[\begin{array}{cc}
0.25 & 0.21 \\
0.95 & 0.14
\end{array}\right], \quad E_{2}=\max \{1, \delta\} 10^{-10}\left[\begin{array}{cc}
0.22 & 0.79 \\
0.66 & -0.56
\end{array}\right]
$$

Note that for the eigenvalue 2 the associated diagonal elements in $\mathbf{A}$ are $2 / \delta, \delta$ and the left and right eigenvectors are

$$
\left(\left[\frac{\frac{\delta}{\sqrt{\delta^{2}+1}}}{\frac{1}{\sqrt{\delta^{2}+1}}}\right],\left[\begin{array}{l}
1 \\
0
\end{array}\right]\right) ; \quad\left(\left[\begin{array}{l}
1 \\
0
\end{array}\right],\left[\begin{array}{l}
1 \\
0
\end{array}\right]\right)
$$

For $0<\delta<1$, by (2.37) it follows that

$$
\begin{aligned}
|\hat{\lambda}-2| & \leq 2\left(\frac{v_{1}^{T} E_{1} u_{1}}{\alpha_{1} \kappa_{1}}+\frac{v_{2}^{T} E_{2} u_{2}}{\alpha_{2} \kappa_{2}}\right)+O\left(\|\mathbf{E}\|^{2}\right) \\
& =2 \times 10^{-10}\{(0.25-0.21 / \delta)+0.22 / \delta\}+O\left(\|\mathbf{E}\|^{2}\right)
\end{aligned}
$$

We also perturb the matrices $B_{1}$ and $B_{2}$ with
$F_{1}=\max \{1,2 / \delta\} 10^{-10}\left[\begin{array}{cc}0.08 & -0.10 \\ 0.23 & 0.97\end{array}\right], \quad F_{2}=\max \{1,2 / \delta\} 10^{-10}\left[\begin{array}{cc}0.70 & 0.67 \\ -0.70 & 0.57\end{array}\right]$.
Here we chose the norms of $F_{1}$ and $F_{2}$ to match the order of perturbation of $B_{1}-\left(A_{1}+E_{1}\right)\left(A_{2}+E_{2}\right)$ and $B_{2}-\left(A_{2}+E_{2}\right)\left(A_{1}+E_{1}\right)$.

The perturbations in the eigenvalue 2 and the error bounds for the formal matrix product $\mathbf{A}$ and the matrices $B_{1}, B_{2}$ are listed in Table 3.3 for different values of $\delta$.
In this example, the errors and corresponding bounds of the eigenvalues computed using the formal product $\mathbf{A}$ are as good as those for the best of the corresponding explicit products and much better than for the worst.
Our next example will illustrate the bounds (2.18) for generalized deflating subspaces, using some randomly generated matrix tuples. To simplify computations we replace $\hat{\delta}$ by $\delta_{F}$ as in Remark 2.3.

Example 3.4. Consider a $10 \times 10$ randomly generated matrix tuple $\mathbf{A}=$ $\left(A_{1}, \ldots, A_{4}\right)$ with $s_{1}=\ldots=s_{4}=1$. We test the perturbations of the deflating subspace with respect to the eigenvalues with negative real parts. The chosen tuple has 5 stable eigenvalues and it is estimated that $\delta=0.1167$. The perturbation is done with $10^{-k} \mathbf{D}$ where $\mathbf{D}$ is a unit norm randomly generated tuple. The test results are listed in Table 3.4. The second and third columns show the maximal value (out of 40 examples) of the maximal principal angle, $\theta_{\max }$, between the stable subspace and the perturbed stable subspace and its bound from Theorem 2.4.

|  |  | A |  | $B_{1}$ |  | $B_{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta$ | $\kappa_{1}$ | eig.-err. | bound | eig.-err. | bound | eig.-err. | bound |
| $10^{3}$ | 1 | $9.4 \times 10^{-11}$ | $9.4 \times 10^{-11}$ | $8.0 \times 10^{-12}$ | $8.0 \times 10^{-12}$ | $7.0 \times 10^{-11}$ | $7.0 \times 10^{-11}$ |
| $10^{2}$ | 1 | $9.6 \times 10^{-11}$ | $9.6 \times 10^{-11}$ | $8.2 \times 10^{-12}$ | $8.2 \times 10^{-12}$ | $7.0 \times 10^{-11}$ | $7.0 \times 10^{-11}$ |
| 10 | 1 | $1.1 \times 10^{-10}$ | $1.1 \times 10^{-10}$ | $1.0 \times 10^{-11}$ | $1.0 \times 10^{-11}$ | $7.0 \times 10^{-11}$ | $7.0 \times 10^{-11}$ |
| 1 | 0.71 | $2.8 \times 10^{-10}$ | $2.8 \times 10^{-10}$ | $6.2 \times 10^{-11}$ | $6.2 \times 10^{-11}$ | $1.4 \times 10^{-10}$ | $1.4 \times 10^{-10}$ |
| $10^{-1}$ | 0.10 | $2.4 \times 10^{-9}$ | $2.4 \times 10^{-9}$ | $4.8 \times 10^{-9}$ | $4.8 \times 10^{-9}$ | $1.4 \times 10^{-9}$ | $1.4 \times 10^{-9}$ |
| $10^{-2}$ | 0.01 | $2.3 \times 10^{-8}$ | $2.3 \times 10^{-8}$ | $4.6 \times 10^{-7}$ | $4.6 \times 10^{-7}$ | $1.4 \times 10^{-8}$ | $1.4 \times 10^{-8}$ |
| $10^{-3}$ | $10^{-3}$ | $2.3 \times 10^{-7}$ | $2.3 \times 10^{-7}$ | $4.6 \times 10^{-5}$ | $4.6 \times 10^{-5}$ | $1.4 \times 10^{-7}$ | $1.4 \times 10^{-7}$ |
| $10^{-4}$ | $10^{-4}$ | $2.3 \times 10^{-6}$ | $2.3 \times 10^{-6}$ | $4.6 \times 10^{-3}$ | $4.6 \times 10^{-3}$ | $1.4 \times 10^{-6}$ | $1.4 \times 10^{-6}$ |
| $10^{-5}$ | $10^{-5}$ | $2.3 \times 10^{-5}$ | $2.3 \times 10^{-5}$ | $3.9 \times 10^{-1}$ | $4.6 \times 10^{-1}$ | $1.4 \times 10^{-5}$ | $1.4 \times 10^{-5}$ |

Table 3.3: Eigenvalue errors and bounds for Example 3.3

| $k$ | $\theta_{\max }$ | $\arctan \left(2\\|E\\|_{F} / \delta_{F}\right)$ |
| ---: | :---: | :---: |
| -4 | $7.05 \times 10^{-5}$ | $2.03 \times 10^{-3}$ |
| -6 | $1.12 \times 10^{-6}$ | $1.84 \times 10^{-5}$ |
| -8 | $1.84 \times 10^{-8}$ | $1.73 \times 10^{-7}$ |
| -10 | $1.73 \times 10^{-10}$ | $1.85 \times 10^{-9}$ |
| -12 | $1.48 \times 10^{-12}$ | $1.82 \times 10^{-11}$ |

Table 3.4: Errors and bounds for the stable deflating subspace in Example 3.4

It seems difficult to compare the separation parameter $\delta$ and the correponding separations for the matrix products $B_{1}, \ldots, B_{p}$. In the following we give an example for the special case that $p=2$ and $s_{1}=s_{2}=1$. Let

$$
A_{1}=\left[\begin{array}{cc}
C_{1} & F_{1} \\
0 & D_{1}
\end{array}\right], \quad A_{2}=\left[\begin{array}{cc}
C_{2} & F_{2} \\
0 & D_{2}
\end{array}\right] .
$$

Then

$$
B_{1}=\left[\begin{array}{cc}
C_{1} C_{2} & C_{1} F_{2}+F_{1} D_{2} \\
0 & D_{1} D_{2}
\end{array}\right], \quad B_{2}=\left[\begin{array}{cc}
C_{2} C_{1} & C_{2} F_{1}+F_{2} D_{1} \\
0 & D_{2} D_{1}
\end{array}\right] .
$$

The associated matrix related to $\delta$ as given in (2.2) is

$$
Z=\left[\begin{array}{cc}
C_{1}^{T} \otimes I & -I \otimes D_{1} \\
-I \otimes D_{2} & C_{2}^{T} \otimes I
\end{array}\right] .
$$

The matrices related to the separations for $B_{1}$ and $B_{2}$ are

$$
Z_{1}=\left(C_{1} C_{2}\right)^{T} \otimes I-I \otimes D_{1} D_{2}, \quad Z_{2}=\left(C_{2} C_{1}\right)^{T} \otimes I-I \otimes D_{2} D_{1}
$$

The relations among these matrices is given by

$$
\tilde{Z} Z=\left[\begin{array}{ll}
Z_{1} & \\
& Z_{2}
\end{array}\right]
$$

where $\tilde{Z}=\left[\begin{array}{cc}C_{2}^{T} \otimes I & I \otimes D_{1} \\ I \otimes D_{2} & C_{1}^{T} \otimes I\end{array}\right]$.
But even if the separations are estimated by the smallest singular values of $Z$, $Z_{1}$ and $Z_{2}$, respectively, the precise relation between the separations is an open problem, see also Example 3.6.

Example 3.5. Let $\mathbf{A}=\left(A_{1}, A_{2}\right)$ and $s=(1,1)$ with

$$
C_{1}=\alpha_{1}, \quad D_{1}=\alpha_{2} ; \quad C_{2}=\frac{1}{\alpha_{1}}, \quad D_{2}=-\frac{1}{\alpha_{2}} .
$$

Here $\mathbf{A}$ has the two eigenvalues 1 and -1 . In this case the separations of $B_{1}$ and $B_{2}$ are both $\delta_{B_{1}}=\delta_{B_{2}}=2$, and $Z=\left[\begin{array}{cc}\alpha_{1} & -\alpha_{2} \\ \frac{1}{\alpha_{2}} & \frac{1}{\alpha_{1}}\end{array}\right]$. By definition, in this special case,

$$
\delta=1 /\left\|Z^{-1}\right\|_{\infty}=2 / \max \left\{\frac{1}{\left|\alpha_{1}\right|}+\left|\alpha_{2}\right|, \frac{1}{\left|\alpha_{2}\right|}+\left|\alpha_{1}\right|\right\} \leq 1 .
$$

In this example $\delta$ is always smaller than $\delta_{B_{1}}, \delta_{B_{2}}$. When $\alpha_{1}$ and $\alpha_{2}$ are sufficiently large or small, then $\delta$ will be very small, whereas $\delta_{B_{1}}, \delta_{B_{2}}$ remain the same. On the other hand, however, the norm of at least one of the matrices in A will be large. This will introduce large roundoff errors when forming $B_{1}$ and $B_{2}$ explicitly.

Example 3.6. Consider $\mathbf{A}=\left(A_{1}, A_{2}\right)$ and $s=(1,1)$ with

$$
C_{1}=\left[\begin{array}{cc}
1 & \alpha \\
0 & 1
\end{array}\right], \quad D_{1}=\left[\begin{array}{cc}
0 & \beta \\
0 & 1
\end{array}\right] ; \quad C_{2}=\left[\begin{array}{cc}
\alpha & 1 \\
-1 & 0
\end{array}\right], \quad D_{2}=\left[\begin{array}{cc}
0 & 0 \\
0 & 1
\end{array}\right]
$$

The blocks of $B_{1}$ are

$$
C_{1} C_{2}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right], \quad D_{1} D_{2}=\left[\begin{array}{cc}
0 & \beta \\
0 & 1
\end{array}\right] ;
$$

and the blocks of $B_{2}$ are

$$
C_{2} C_{1}=\left[\begin{array}{cc}
\alpha & \alpha^{2}+1 \\
-1 & -\alpha
\end{array}\right], \quad D_{2} D_{1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

The tuple $\mathbf{A}$ has the four eigenvalues $i,-i$ from $C_{1} C_{2}$ and 0,1 from $D_{1} D_{2}$. Let

$$
\delta_{B_{1}}=\min _{\|X\|_{F}=1}\left\|D_{1} D_{2} X-X C_{1} C_{2}\right\|_{F}, \quad \delta_{B_{2}}=\min _{\|X\|_{F}=1}\left\|D_{2} D_{1} X-X C_{2} C_{1}\right\|_{F}
$$

and

$$
\delta_{F}=\min _{\mathbf{X} \neq 0} \frac{\sqrt{\left\|D_{1} X_{2}-X_{1} C_{1}\right\|_{F}^{2}+\left\|D_{2} X_{1}-X_{2} C_{2}\right\|_{F}^{2}}}{\sqrt{\left\|X_{1}\right\|_{F}^{2}+\left\|X_{2}\right\|_{F}^{2}}}
$$

Note that $\delta_{B_{1}}$ is independent of $\alpha$ and $\delta_{B_{2}}$ is independent of $\beta$. Estimates for these parameters are given in Table 3.5.
a. Estimated values of $\delta_{F}$

| $\alpha \backslash \beta$ | $10^{-2}$ | $10^{-1}$ | 1 | 10 | $10^{2}$ | $10^{3}$ | $10^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-4}$ | 0.7653 | 0.7608 | 0.5700 | 0.0988 | $1.0 \times 10^{-2}$ | $1.0 \times 10^{-3}$ | $1.0 \times 10^{-4}$ |
| $10^{-3}$ | 0.7650 | 0.7605 | 0.5699 | 0.0988 | $1.0 \times 10^{-2}$ | $1.0 \times 10^{-3}$ | $1.0 \times 10^{-4}$ |
| $10^{-2}$ | 0.7618 | 0.7575 | 0.5687 | 0.0985 | $1.0 \times 10^{-2}$ | $1.0 \times 10^{-3}$ | $1.0 \times 10^{-4}$ |
| $10^{-1}$ | 0.7302 | 0.7268 | 0.5561 | 0.0963 | $1.0 \times 10^{-2}$ | $1.0 \times 10^{-3}$ | $1.0 \times 10^{-4}$ |
| 1 | 0.4535 | 0.4526 | 0.3839 | 0.0733 | $7.4 \times 10^{-3}$ | $7.4 \times 10^{-4}$ | $7.4 \times 10^{-5}$ |
| 10 | $1.9 \times 10^{-2}$ | $1.9 \times 10^{-2}$ | $1.9 \times 10^{-2}$ | $1.1 \times 10^{-2}$ | $1.4 \times 10^{-3}$ | $1.4 \times 10^{-4}$ | $1.4 \times 10^{-5}$ |
| $10^{2}$ | $2.0 \times 10^{-4}$ | $2.0 \times 10^{-4}$ | $2.0 \times 10^{-4}$ | $2.0 \times 10^{-4}$ | $1.2 \times 10^{-4}$ | $1.4 \times 10^{-5}$ | $1.4 \times 10^{-6}$ |
| $10^{3}$ | $2.0 \times 10^{-6}$ | $2.0 \times 10^{-6}$ | $2.0 \times 10^{-6}$ | $2.0 \times 10^{-6}$ | $2.0 \times 10^{-6}$ | $1.2 \times 10^{-6}$ | $1.4 \times 10^{-7}$ |
| $10^{4}$ | $2.0 \times 10^{-8}$ | $2.0 \times 10^{-8}$ | $2.0 \times 10^{-8}$ | $2.0 \times 10^{-8}$ | $2.0 \times 10^{-8}$ | $2.0 \times 10^{-8}$ | $1.1 \times 10^{-8}$ |

b. Estimated values of $\delta_{B_{1}}$

| $\beta$ | $10^{-2}$ | $10^{-1}$ | 1 | 10 | $10^{2}$ | $10^{3}$ | $10^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta_{B_{1}}$ | 1.0000 | 0.9951 | 0.7654 | 0.1394 | $1.41 \times 10^{-2}$ | $1.41 \times 10^{-3}$ | $1.41 \times 10^{-4}$ |

c. Estimated values of $\delta_{B_{2}}$

| $\alpha$ | $10^{-4}$ | $10^{-3}$ | $10^{-2}$ | $10^{-1}$ | 1 | 10 | $10^{2}$ | $10^{3}$ | $10^{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta_{B_{2}}$ | 1.000 | 0.999 | 0.990 | 0.905 | 0.382 | $1.0 \times 10^{-2}$ | $1.0 \times 10^{-4}$ | $1.0 \times 10^{-6}$ | $1.0 \times 10^{-8}$ |

Table 3.5: Test results for Example 3.6

## 4 Perturbation Theory for Hamiltonian/Skew-Hamiltonian Matrix Pencils.

In the previous sections we have discussed the perturbation theory for formal matrix products without further assumptions on the factors $A_{i}$. These results can be used in the perturbation analysis for the periodic QR and QZ algorithms which are used heavily in the computation of (invariant) deflating subspaces of Hamiltonian matrices $[4,5,6]$ or Hamiltonian/skew-Hamiltonian pencils [2, 3]. These invariant and deflating subspace problems have many applications in linear-quadratic optimal control $[26,31,32]$ and $H_{\infty}$ optimization $[16,36]$ and also in other areas such as gyroscopic systems [19], numerical simulation of elastic deformation [27], and linear response theory [29].
With $J=\left[\begin{array}{cc}0 & I_{n} \\ -I_{n} & 0\end{array}\right]$ we define the following classes of matrices. A matrix $\mathcal{H} \in \mathbb{C}^{2 n \times 2 n}$ is called Hamiltonian if $(J \mathcal{H})^{H}=J \mathcal{H}$ and analogously, a matrix $\mathcal{N} \in \mathbb{C}^{2 n \times 2 n}$ is called skew-Hamiltonian if $(J \mathcal{N})^{H}=-J \mathcal{N}$. A matrix $\mathcal{S} \in$ $\mathbb{C}^{2 n \times 2 n}$ is called symplectic if $\mathcal{S}^{H} J \mathcal{S}=J$ and unitary symplectic if it is both unitary and symplectic. A matrix pencil $\mathcal{H}-\lambda \mathcal{N}$ with $\mathcal{H}$ Hamiltonian and $\mathcal{N}$ skew-Hamiltonian is called a Hamiltonian/skew-Hamiltonian pencil.
We see that Hamiltonian and skew-Hamiltonian matrices have a specific symmetry structure, and thus if we allow only structured perturbations that retain this symmetry structure, then we may expect a different perturbation analysis. For Hamiltonian matrices this analysis has recently been carried out in [18].

Using similar ideas as before for formal products of structured matrices, we can also derive the perturbation theory for Hamiltonian/skew-Hamiltonian pencils.
If a Hamiltonian/skew-Hamiltonian pencil is regular and has no purely imaginary or infinite eigenvalues, then it has been shown in $[24,25]$ that there exists a unitary matrix $\mathcal{Q}$ such that
(4.1) $\left(J \mathcal{Q}^{H} J^{T}\right)(\mathcal{H}-\lambda \mathcal{N}) \mathcal{Q}:=\mathcal{T}_{\mathcal{H}}-\lambda \mathcal{I}_{\mathcal{N}}:=\left[\begin{array}{cc}A & H \\ 0 & -A^{H}\end{array}\right]-\lambda\left[\begin{array}{cc}B & G \\ 0 & B^{H}\end{array}\right]$,
where $H=H^{H}, G=-G^{H}$. In many cases [3], the skew-Hamiltonian $\mathcal{N}$ is, furthermore, given in product form and the pencil is

$$
\begin{equation*}
\mathcal{H}-\lambda\left(J \mathcal{M}^{H} J^{T}\right) \mathcal{M} \tag{4.2}
\end{equation*}
$$

with $\mathcal{H}$ Hamiltonian. Similarly, if the pencil has no purely imaginary or infinite eigenvalues, then there exists a Hamiltonian Schur form (see [20, 30]) for the Hamiltonian matrix $\left(J \mathcal{M}^{H} J^{T}\right)^{-1} \mathcal{H} \mathcal{M}^{-1} .(\mathcal{M}$ is nonsingular, since there is no infinite eigenvalue.) Using (4.1) we can determine a unitary matrix $\mathcal{Q}$ and a unitary symplectic matrix $\mathcal{U}$ such that
$\mathcal{T}_{\mathcal{H}}:=J \mathcal{Q}^{H} J^{T} \mathcal{H} \mathcal{Q}=\left[\begin{array}{cc}A & H \\ 0 & -A^{H}\end{array}\right], \quad H=H^{H}, \quad \mathcal{T}_{\mathcal{M}}:=\mathcal{U}^{H} \mathcal{M} \mathcal{Q}=\left[\begin{array}{cc}C & F \\ 0 & D\end{array}\right]$. (4.3)

The last identity implies that

$$
\left(J \mathcal{Q}^{H} J^{T}\right)\left(J \mathcal{M}^{H} J^{T}\right) \mathcal{U}=J \mathcal{T}_{\mathcal{M}}^{H} J^{T}=\left[\begin{array}{cc}
D^{H} & -F^{H} \\
0 & C^{H}
\end{array}\right]
$$

Combining this with (4.3) we get that $J \mathcal{Q}^{H} J^{T}\left(\mathcal{H}-\lambda J \mathcal{M}^{H} J^{T} \mathcal{M}\right) \mathcal{Q}$ has the same block triangular form as (4.1).

In applications from control (see $[2,3]$ ), one is particularly interested in the perturbation theory for the eigenvalues and also for the deflating subspaces spanned by the first half columns of the matrices $\mathcal{U}$ and $\mathcal{Q}$ if the perturbations are restricted to retain the matrix structure. In the following two subsections we will discuss this problem for the Hamiltonian/skew-Hamiltonian pencils and the pencils as in (4.2) separately.

### 4.1 Hamiltonian/skew-Hamiltonian pencils

The eigenvalue problem for Hamiltonian/skew-Hamiltonian pencils is a special case of the eigenvalue problem for formal products of structured matrices, with $p=2, s=(1,-1)$, where $A_{1}=\mathcal{H}$ and $A_{2}=\mathcal{N}$. In the following we derive the structured perturbation theory for this problem.

Let $\hat{\mathcal{H}}-\lambda \hat{\mathcal{N}}=(\mathcal{H}+\Delta \mathcal{H})-\lambda(\mathcal{N}+\Delta \mathcal{N})$ be a perturbed pencil with structured perturbations $\Delta \mathcal{H}$ Hamiltonian and $\Delta \mathcal{N}$ skew-Hamiltonian. Suppose, furthermore, that the original pencil $\mathcal{H}-\lambda \mathcal{N}$ has the block triangular form (4.1). Then we set

$$
\begin{aligned}
& \left(\mathcal{A}_{4}, \mathcal{A}\right)=\left(J \mathcal{Q}^{H} J^{T}\right) \Delta \mathcal{H} \mathcal{Q}=:\left[\begin{array}{cc}
\Delta A & \Delta H \\
E_{1} & -(\Delta A)^{H}
\end{array}\right], \quad \Delta H=(\Delta H)^{H}, E_{1}=E_{1}^{H} \\
& \left(\mathcal{E N}^{H} 5\right)=\left(J \mathcal{Q}^{H} J^{T}\right) \Delta \mathcal{N Q}=:\left[\begin{array}{cc}
\Delta B & \Delta G \\
E_{2} & (\Delta B)^{H}
\end{array}\right], \quad \Delta G=-(\Delta G)^{H}, E_{2}=-E_{2}^{H} .
\end{aligned}
$$

Using the special transformation as in (4.4) and (4.5) the Hamiltonian and skewHamiltonian structures are preserved and $\mathcal{E}_{\mathcal{H}}$ and $\mathcal{E}_{\mathcal{N}}$ can be partitioned with the appropriate block structures. Partitioning $\mathcal{Q}=\left[Q_{1}, Q_{2}\right]$ with $Q_{1}, Q_{2} \in \mathbb{C}^{2 n \times n}$, we then study the perturbations in range $Q_{1}$, the right deflating subspace corresponding to the eigenvalues of $A-\lambda B$. By the definition of deflating subspaces of matrix products, the deflating subspace has the form (range $J^{T} Q_{2}$, range $Q_{1}$ ). As we have shown, the perturbed unitary matrix will be $\mathcal{Q Y}$ with $\mathcal{Y}$ as in (2.6), and hence both subspaces have the same perturbation behavior. We have to determine $\mathcal{Y}_{1}$ and $\mathcal{Y}_{2}$ as in (2.6) to simultaneously eliminate the (2,1)-blocks of $\mathcal{T}_{\mathcal{H}}+\mathcal{E}_{\mathcal{H}}$ and $\mathcal{I}_{\mathcal{N}}+\mathcal{E}_{\mathcal{N}}$. To preserve the matrix structures we require that $\mathcal{Y}_{1}=J \mathcal{Y}_{2} J^{T}$. If we set

$$
\mathcal{Y}_{2}=\left[\begin{array}{cc}
I_{n} & X^{H} \\
-X & I_{n}
\end{array}\right]\left[\begin{array}{cc}
\left(I_{n}+X^{H} X\right)^{-\frac{1}{2}} & 0 \\
0 & \left(I_{n}+X X^{H}\right)^{-\frac{1}{2}}
\end{array}\right]
$$

then the matrix $X$ has to satisfy the quadratic equations

$$
\begin{align*}
(A+\Delta A)^{H} X+X^{H}(A+\Delta A)+E_{1}-X^{H}(H+\Delta H) X & =0  \tag{4.6}\\
(B+\Delta B)^{H} X-X^{H}(B+\Delta B)-E_{2}+X^{H}(G+\Delta G) X & =0
\end{align*}
$$

Thus, the linear transformations $\Phi_{\mathbf{C}, \mathbf{D}}$ in (2.1) and $\Phi_{\hat{\mathbf{C}}, \hat{\mathbf{D}}}$ in (2.8) are replaced by the linear operators

$$
\begin{aligned}
\Phi_{\mathcal{H}}(X) & :=\left(A^{H} X+X^{H} A, B^{H} X-X^{H} B\right) \\
\Phi_{\hat{\mathcal{H}}}(X) & :=\left((A+\Delta A)^{H} X+X^{H}(A+\Delta A),(B+\Delta B)^{H} X-X^{H}(B+\Delta B)\right),
\end{aligned}
$$

respectively. We have the following Lemma.
Lemma 4.1. The following are equivalent.
i) The linear operator $\Phi_{\mathcal{H}}$ is nonsingular.
ii) The matrix pencils $A-\lambda B$ and $A^{H}+\lambda B^{H}$ have no common eigenvalues.
iii) The spectrum of the pencil $A-\lambda B$ does not contain purely imaginary or infinite eigenvalues and, furthermore, if $\lambda$ with $\operatorname{Re} \lambda \neq 0$ is in the spectrum, then $-\bar{\lambda}$ is not.

Proof. To show the equivalence of ii) and iii) observe that if $\lambda$ is an eigenvalue of $A-\lambda B$, then $-\bar{\lambda}$ is an eigenvalue of $A^{H}+\lambda B^{H}$. Hence $A-\lambda B$ and $A^{H}+\lambda B^{H}$ have no common eigenvalues if and only if $A-\lambda B$ has no purely imaginary or infinite eigenvalues, and no eigenvalue pair $\lambda,-\bar{\lambda}$ for $\operatorname{Re} \lambda \neq 0$.

For the equivalence of i) and ii), by Lemma 2.1 it suffices to prove that $\Phi_{\mathcal{H}}(X)$ is nonsingular if and only if the linear transformation

$$
\tilde{\Phi}(X, Y)=\left(A^{H} X+Y A, B^{H} X-Y B\right)
$$

is nonsingular.
If $\Phi_{\mathcal{H}}(X)=0$ has a nonzero solution $X$ then $\tilde{\Phi}\left(X, X^{H}\right)=0$. Hence if $\tilde{\Phi}$ is nonsingular then $\Phi_{\mathcal{H}}$ is also nonsingular. If there is a nonzero $(X, Y)$ such that $\tilde{\Phi}(X, Y)=0$, then the symmetry implies that $\tilde{\Phi}\left(Y^{H}, X^{H}\right)=0$. Hence, we either
have $\Phi_{\mathcal{H}}(i X)=0\left(\right.$ if $\left.Y=-X^{H}\right)$, or $\Phi_{\mathcal{H}}\left(X+Y^{H}\right)=\tilde{\Phi}\left(X+Y^{H},\left(X+Y^{H}\right)^{H}\right)=0$ (if $Y \neq-X^{H}$ ). In both cases $\Phi_{\mathcal{H}}$ is singular. Hence if $\Phi_{\mathcal{H}}$ is nonsingular, so is $\tilde{\Phi}$.
We can rewrite the system (4.6), (4.7) as
$\underset{(4.8)}{\Phi_{\hat{\mathcal{H}}}(X)+\left(E_{1},-E_{2}\right)+\Psi_{\mathcal{H}}(X)=0, \quad \Psi_{\mathcal{H}}(X)=\left(-X^{H}(H+\Delta H) X, X^{H}(G+\Delta G) X\right)}$ and then similar to Theorem 2.3 we have the following perturbation result.
Theorem 4.2. If

$$
\begin{equation*}
\hat{\delta}_{\mathcal{H}}:=\min _{\|X\|=1}\left\|\Phi_{\hat{\mathcal{H}}}(X)\right\|>0 \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left\|\left(E_{1}, E_{2}\right)\right\|\|(H+\Delta H, G+\Delta G)\|}{\hat{\delta}_{\mathcal{H}}^{2}}<\frac{1}{4} \tag{4.10}
\end{equation*}
$$

then (4.8) has a solution $X$ which satisfies

$$
\|X\| \leq \frac{2\left\|\left(E_{1}, E_{2}\right)\right\|}{\hat{\delta}_{\mathcal{H}}+\sqrt{\hat{\delta}_{\mathcal{H}}^{2}-4\left\|\left(E_{1}, E_{2}\right)\right\|\|(H+\Delta H, G+\Delta G)\|}}<2 \frac{\left\|\left(E_{1}, E_{2}\right)\right\|}{\hat{\delta}_{\mathcal{H}}} .
$$

Proof. The proof is analogous to that of Theorem 2.3.
Relaxing conditions (4.9) and (4.10) slightly, we obtain the following corollary.
Corollary 4.3. Let

$$
\delta_{\mathcal{H}}:=\min _{\|X\|=1}\left\|\Phi_{\mathcal{H}}(X)\right\|
$$

If

$$
\begin{equation*}
\rho_{\mathcal{H}}:=\delta_{\mathcal{H}}-2\|(\Delta A, \Delta B)\|>0 \tag{4.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left\|\left(E_{1}, E_{2}\right)\right\|(\|(H, G)\|+\|(\Delta H, \Delta G)\|)}{\rho_{\mathcal{H}}^{2}}<\frac{1}{4} \tag{4.12}
\end{equation*}
$$

then (4.8) has a solution $X$ which satisfies

$$
\|X\| \leq \frac{2\left\|\left(E_{1}, E_{2}\right)\right\|}{\rho_{\mathcal{H}}+\sqrt{\rho_{\mathcal{H}}^{2}-4\left\|\left(E_{1}, E_{2}\right)\right\|(\|(H, G)\|+\|(\Delta H, \Delta G)\|)}}<2 \frac{\left\|\left(E_{1}, E_{2}\right)\right\|}{\rho_{\mathcal{H}}}
$$

Using these results we obtain the following perturbation bounds for the deflating subspaces.
Theorem 4.4. Let $\mathcal{H}-\lambda \mathcal{N}$ be a Hamiltonian/skew-Hamiltonian pencil that has a block upper triangular form (4.1). Partition $\mathcal{Q}=\left[Q_{1}, Q_{2}\right]$ with $Q_{1}, Q_{2} \in$ $\mathbb{C}^{2 n \times n}$. Let $\hat{\mathcal{H}}-\lambda \hat{\mathcal{N}}$ be a perturbed Hamiltonian/skew-Hamiltonian pencil and let the perturbed matrices be partitioned as in (4.4) and (4.5). If conditions (4.9) and (4.10) hold, then $\hat{\mathcal{H}}-\lambda \hat{\mathcal{N}}$ has a deflating subspace range $\hat{Q}_{1}$ with $\hat{Q}_{1}=\mathcal{Q}\left[\begin{array}{c}I_{n} \\ -X\end{array}\right]\left(I_{n}+X^{H} X\right)^{-\frac{1}{2}}$, where the matrix $X$ solves (4.8).

Furthermore, the maximum principal angle between range $Q_{1}$ and range $\hat{Q}_{1}$ is less than $\arctan \left(2 \frac{\left\|\left(E_{1}, E_{2}\right)\right\|}{\hat{\delta}_{\mathcal{H}}}\right)$. If conditions (4.9), (4.10) are replaced by (4.11)
and (4.12), respectively, then the upper bound for the principal angle is $\arctan \left(2 \frac{\left\|\left(E_{1}, E_{2}\right)\right\|}{\rho_{\mathcal{H}}}\right)$.
Proof. The proof is analogous to the proof for Theorem 2.4.
For the perturbation of the eigenvalues we need fewer assumptions, we only assume that the pencil $\mathcal{H}-\lambda \mathcal{N}$ is regular. Let $\lambda$ be an eigenvalue with algebraic multiplicity $m$ and suppose that there exists a complete set of eigenvectors associated with $\lambda$. Since $p=2$, let $\left(U_{1}, U_{2}\right)$ be a corresponding orthonormal basis of the right deflating subspace with

$$
\begin{equation*}
\mathcal{H} U_{2}=U_{1} C_{\mathcal{H}}, \quad \mathcal{N} U_{2}=U_{1} C_{\mathcal{N}} \tag{4.13}
\end{equation*}
$$

where

$$
C_{\mathcal{H}}=\operatorname{diag}\left(\alpha_{1}, \ldots, \alpha_{m}\right), \quad C_{\mathcal{N}}=\operatorname{diag}\left(\beta_{1}, \ldots, \beta_{m}\right)
$$

Then we have $\lambda=\frac{\alpha_{1}}{\beta_{1}}=\ldots=\frac{\alpha_{m}}{\beta_{m}}$. The symmetry structure implies that

$$
\left(J U_{2}\right)^{H} \mathcal{H}=-C_{\mathcal{H}}^{H}\left(J U_{1}\right)^{H}, \quad\left(J U_{2}\right)^{H} \mathcal{N}=C_{\mathcal{N}}^{H}\left(J U_{1}\right)^{H}
$$

and hence $\left(J U_{2}, J U_{1}\right)$ represents the left eigenspace corresponding to the eigenvalue $-\bar{\lambda}$. Thus, if $\lambda$ is purely imaginary or infinite then $\left(J U_{2}, J U_{1}\right)$ and $\left(U_{1}, U_{2}\right)$ are just orthonormal bases of the left and right generalized deflating subspaces. If $\lambda$ is finite with $\operatorname{Re} \lambda \neq 0$, then let $\left(V_{1}, V_{2}\right)$ be an orthonormal basis of the right generalized deflating subspace corresponding to $-\bar{\lambda}$ with

$$
\begin{equation*}
\mathcal{H} V_{2}=V_{1} \tilde{C}_{\mathcal{H}}, \quad \mathcal{N} V_{2}=V_{1} \tilde{C}_{\mathcal{N}}, \quad \Lambda\left(\tilde{C}_{\mathcal{H}}, \tilde{C}_{\mathcal{N}}\right)=\{-\bar{\lambda}\} . \tag{4.14}
\end{equation*}
$$

Then $\left(J V_{2}, J V_{1}\right)$ forms the left generalized deflating subspace corresponding to $\lambda$. Note that $-\bar{\lambda}$ has also multiplicity $m$ and there again exists a complete set of eigenvectors [25].
Using these properties and applying the results of Subsection 2.2 we obtain eigenvalue perturbation results for both simple and multiple eigenvalues.

Theorem 4.5. Consider a regular Hamiltonian/skew-Hamiltonian pencil $\mathcal{H}$ $\lambda \mathcal{N}$, let $\lambda$ be a simple eigenvalue and let $\left(u_{1}, u_{2}\right)$ be the unit norm right eigenvector satisfying

$$
\mathcal{H} u_{2}=\alpha_{1} u_{1}, \quad \mathcal{N} u_{2}=\alpha_{2} u_{1}, \quad \lambda=\frac{\alpha_{1}}{\alpha_{2}}
$$

Consider the perturbed Hamiltonian/skew-Hamiltonian pencil $\hat{\mathcal{H}}-\lambda \hat{\mathcal{N}}=(\mathcal{H}+$ $\Delta \mathcal{H})-\lambda(\mathcal{N}+\Delta \mathcal{N})$ with $\epsilon:=\|(\Delta \mathcal{H}, \Delta \mathcal{N})\|$ sufficiently small.
a) If $\lambda$ is purely imaginary or infinite then $\hat{\mathcal{H}}-\lambda \hat{\mathcal{V}}$ has unit norm eigenvectors $\left(\hat{u}_{1}, \hat{u}_{2}\right)$ satisfying $\hat{\mathcal{H}} \hat{u}_{2}=\hat{\alpha}_{1} \hat{u}_{1}$ and $\hat{\mathcal{N}} \hat{u}_{2}=\hat{\alpha}_{2} \hat{u}_{1}$, such that

$$
\hat{\alpha}_{1} \alpha_{2}-\hat{\alpha}_{2} \alpha_{1}=\frac{u_{2}^{H}\left(\alpha_{2} J \Delta \mathcal{H}-\alpha_{1} J \Delta \mathcal{N}\right) u_{2}}{u_{2}^{H} J u_{1}}+O\left(\epsilon^{2}\right)
$$

b) If $\operatorname{Re} \lambda \neq 0$ and $\left(v_{1}, v_{2}\right)$ is the unit norm right eigenvector corresponding to $-\bar{\lambda}$ then $\hat{\mathcal{H}}-\lambda \hat{\mathcal{N}}$ has eigenvalues $\hat{\lambda}$ and $-\overline{\hat{\lambda}}$ such that

$$
\frac{\hat{\lambda}-\lambda}{\lambda}=\frac{1}{v_{2}^{H} J u_{1}} v_{2}^{H} J\left(\frac{1}{\alpha_{1}} \Delta \mathcal{H}-\frac{1}{\alpha_{2}} \Delta \mathcal{N}\right) u_{2}+O\left(\epsilon^{2}\right) .
$$

Proof. The proof follows directly from Theorem 2.6, Corollary 2.7, and from the symmetry property of the eigenvectors. Note that by symmetry $\left(J^{T} v_{2}, J^{T} v_{1}\right)$ is the unit norm left eigenvector corresponding to $\lambda$.
Theorem 4.6. Consider a regular Hamiltonian/skew-Hamiltonian pencil $\mathcal{H}$ $\lambda \mathcal{N}$. Let $\lambda$ be an eigenvalue of algebraic multiplicity $m$ associated with a complete set of eigenvectors and let $\left(U_{1}, U_{2}\right)$ be unitary matrices satisfying (4.13).

Consider the perturbed Hamiltonian/skew-Hamiltonian pencil $\hat{\mathcal{H}}-\lambda \hat{\mathcal{N}}=(\mathcal{H}+$ $\Delta \mathcal{H})-\lambda(\mathcal{N}+\Delta \mathcal{N})$ and assume that $\epsilon:=\|(\Delta \mathcal{H}, \Delta \mathcal{N})\|$ is sufficiently small.
If $\lambda$ is purely imaginary or infinite, then for the associated eigenvalues $\hat{\lambda}$ of $\hat{\mathcal{H}}-\lambda \hat{\mathcal{N}}$ the following bounds hold.
a) If $\lambda$ is finite, then

$$
\begin{aligned}
&|\hat{\lambda}-\lambda| \leq \min \left\{\left\|\left(U_{2}^{H} J U_{1} C_{\mathcal{N}}\right)^{-1} U_{2}^{H} J(\Delta \mathcal{H}-\lambda \Delta \mathcal{N}) U_{2}\right\|\right. \\
&\left.\left\|\left(U_{2}^{H} J U_{1}\right)^{-1} U_{2}^{H} J(\Delta \mathcal{H}-\lambda \Delta \mathcal{N}) U_{2} C_{\mathcal{N}}^{-1}\right\|\right\}+O\left(\epsilon^{2}\right)
\end{aligned}
$$

b) If $\lambda=\infty$ then

$$
\frac{1}{|\hat{\lambda}|} \leq \min \left\{\left\|\left(U_{2}^{H} J U_{1} C_{\mathcal{H}}\right)^{-1} U_{2}^{H} J \Delta \mathcal{N} U_{2}\right\|,\left\|\left(U_{2}^{H} J U_{1}\right)^{-1} U_{2}^{H} J \Delta \mathcal{N} U_{2} C_{\mathcal{H}}^{-1}\right\|\right\}+O\left(\epsilon^{2}\right)
$$

If $\operatorname{Re} \lambda \neq 0$ and $\left(V_{1}, V_{2}\right)$ is unitary satisfying (4.14), then the associated eigenvalues $\hat{\lambda}$ of $\hat{\mathcal{H}}-\lambda \hat{\mathcal{N}}$ satisfy

$$
\begin{aligned}
\left|\frac{\hat{\lambda}-\lambda}{\lambda}\right| \leq & \min \left\{\left\|\left(V_{2}^{H} J U_{1} C_{\mathcal{N}}\right)^{-1} V_{2}^{H} J\left(\frac{1}{\lambda} \Delta \mathcal{H}-\Delta \mathcal{N}\right) U_{2}\right\|\right. \\
& \left.\left\|\left(V_{2}^{H} J U_{1}\right)^{-1} V_{2}^{H} J\left(\frac{1}{\lambda} \Delta \mathcal{H}-\Delta \mathcal{N}\right) U_{2} C_{\mathcal{N}}^{-1}\right\|\right\}+O\left(\epsilon^{2}\right) \\
\leq & \frac{1}{\sigma_{\min }\left(V_{2}^{H} J U_{1}\right)}\left\|\frac{1}{\alpha_{k_{0}}} \Delta \mathcal{H}-\frac{1}{\beta_{k_{0}}} \Delta \mathcal{N}\right\|+O\left(\epsilon^{2}\right),
\end{aligned}
$$

where the integer $k_{0}$ is chosen such that $\left|\beta_{k_{0}}\right|=\min \left\{\left|\beta_{k}\right|, k=1, \ldots, p\right\}$.
Proof. The assertions follow from Theorem 2.11 and the symmetry properties of the left and right eigenvectors.
It should be noted that if $\lambda$ is purely imaginary or infinite, then the smallest singular value of the matrices $U_{2}^{H} J^{T} U_{1}$ or $U_{1}^{H} J^{T} U_{2}$ represents the reciprocal of the condition number of the eigenvalue. Moreover, $U_{2}^{H} J U_{1} C_{\mathcal{N}}$ is Hermitian and $U_{2}^{H} J U_{1} C_{\mathcal{H}}$ is skew-Hermitian.

### 4.2 The matrix pencils in (4.2)

We now study the matrix pencil from (4.2) which we may consider as a formal matrix product with $p=3, s=(-1,1,-1)$ and $\mathbf{A}=\left(J \mathcal{M}^{H} J^{T}, \mathcal{H}, \mathcal{M}\right)$. Suppose that the pencil has the form (4.3) and partition $\mathcal{U}=\left[U_{1}, U_{2}\right]$ and $\mathcal{Q}=\left[Q_{1}, Q_{2}\right]$ such that $U_{k}, Q_{k} \in \mathbb{C}^{2 n \times n}$ for $k=1,2$. We will analyze the perturbations in range $U_{1}$ and range $Q_{1}$, the generalized deflating subspace corresponding to
the eigenvalues of $A-\lambda D^{H} C$. Let $\mathcal{H}, \mathcal{M}$ be perturbed to $\hat{\mathcal{H}}=\mathcal{H}+\Delta \mathcal{H}$ and $\hat{\mathcal{M}}=\mathcal{M}+\Delta \mathcal{M}$, where $\Delta \mathcal{H}$ is Hamiltonian. Set

$$
\left(J \mathcal{Q}^{H} J^{T}\right) \Delta \mathcal{H} \mathcal{Q}=\left[\begin{array}{cc}
\Delta A & \Delta H  \tag{4.15}\\
E_{1} & -(\Delta A)^{H}
\end{array}\right]
$$

and

$$
\mathcal{U}^{H} \Delta M \mathcal{Q}=\left[\begin{array}{cc}
\Delta C & \Delta F  \tag{4.16}\\
E_{2} & \Delta D
\end{array}\right]
$$

We determine a unitary symplectic matrix

$$
\mathcal{Y}_{1}=\left[\begin{array}{cc}
I_{n} & X_{1} \\
-X_{1} & I_{n}
\end{array}\right]\left[\begin{array}{cc}
\left(I_{n}+X_{1}^{2}\right)^{-\frac{1}{2}} & 0 \\
0 & \left(I_{n}+X_{1}^{2}\right)^{-\frac{1}{2}}
\end{array}\right], \quad X_{1}=X_{1}^{H}
$$

and a unitary matrix

$$
\mathcal{Y}_{2}=\left[\begin{array}{cc}
I_{n} & X_{2}^{H} \\
-X_{2} & I_{n}
\end{array}\right]\left[\begin{array}{cc}
\left(I_{n}+X_{2}^{H} X_{2}\right)^{-\frac{1}{2}} & 0 \\
0 & \left(I_{n}+X_{2} X_{2}^{H}\right)^{-\frac{1}{2}}
\end{array}\right]
$$

to eliminate the $(2,1)$ block of $\hat{\mathcal{H}}, \hat{\mathcal{M}}$ and $J \hat{\mathcal{M}}^{H} J^{T}$ simultaneously. For this purpose the matrices $X_{1}, X_{2}$ must satisfy the quadratic matrix equations

$$
\begin{align*}
(A+\Delta A)^{H} X_{2}+X_{2}^{H}(A+\Delta A)+E_{1}-X_{2}^{H}(H+\Delta H) X_{2} & =0  \tag{4.17}\\
(D+\Delta D) X_{2}-X_{1}(C+\Delta C)-E_{2}+X_{1}(F+\Delta F) X_{2} & =0 \tag{4.18}
\end{align*}
$$

Defining the linear operators
$\Phi_{\mathcal{M}}\left(X_{1}, X_{2}\right):=\left(A^{H} X_{2}+X_{2}^{H} A, D X_{2}-X_{1} C\right)$,
$\Phi_{\hat{\mathcal{M}}}\left(X_{1}, X_{2}\right):=\left((A+\Delta A)^{H} X_{2}+X_{2}^{H}(A+\Delta A),(D+\Delta D) X_{2}-X_{1}(C+\Delta C)\right)$,
$\Psi_{\mathcal{M}}\left(X_{1}, X_{2}\right):=\left(-X_{2}^{H}(H+\Delta H) X_{2}, X_{1}(F+\Delta F) X_{2}\right)$,
we can rewrite the system (4.17), (4.18) as

$$
\begin{equation*}
\Phi_{\hat{\mathcal{M}}}\left(X_{1}, X_{2}\right)+\left(E_{1},-E_{2}\right)+\Psi_{\mathcal{M}}\left(X_{1}, X_{2}\right)=0 \tag{4.19}
\end{equation*}
$$

We have the following lemma.
LEMMA 4.7. The following are equivalent.
a) The linear operator $\Phi_{\mathcal{M}}$ is nonsingular.
b) The pencils $A-\lambda D^{H} C$ and $A^{H}+\lambda C^{H} D$ have no common eigenvalue.
c) The spectrum of the pencil $A-\lambda D^{H} C$ does not contain purely imaginary and infinite eigenvalues. Furthermore, if $\lambda$ with $\operatorname{Re} \lambda \neq 0$ is contained in the spectrum, then $-\bar{\lambda}$ is not.

Proof. By Lemma 4.1 it suffices to show that $\Phi_{\mathcal{M}}$ is nonsingular if and only if

$$
\Phi_{\mathcal{H}}(X)=\left(A^{H} X+X^{H} A, C^{H} D X-X^{H} D^{H} C\right)
$$

is nonsingular. If $\Phi_{\mathcal{H}}$ is nonsingular, then the matrices $C$ and $D$ must be nonsingular, since otherwise $A-\lambda D^{H} C$ has an infinite eigenvalue.
If $\Phi_{\mathcal{M}}$ is singular, then there exist $X_{1}\left(=X_{1}^{H}\right)$ and $X_{2}$ which are not both zero, such that

$$
\begin{equation*}
A^{H} X_{2}+X_{2}^{H} A=0 \tag{4.20}
\end{equation*}
$$

and

$$
(4.21) \quad D X_{2}-X_{1} C=0
$$

Since $X_{1}=X_{1}^{H}$, (4.21) implies that $C^{H} X_{1}=X_{2}^{H} D^{H}$. Multiplying $C^{H}$ from the left to (4.21) we then have $C^{H} D X_{2}-X_{2}^{H} D^{H} C=0$. Combining this with (4.20) we get $\Phi_{\mathcal{H}}\left(X_{2}\right)=0$. But since $X_{1}=D X_{2} C^{-1}$, it follows that $X_{2} \neq 0$ and hence $\Phi_{\mathcal{H}}$ is singular, which is a contradiction. Therefore if $\Phi_{\mathcal{H}}$ is nonsingular then $\Phi_{\mathcal{M}}$ is nonsingular.
Now suppose that there exists $X \neq 0$ such that $\Phi_{\mathcal{H}}(X)=0$. If $C$ is nonsingular, then setting $X_{1}=D X C^{-1}$ and $X_{2}=X$, we have $X_{1}=X_{1}^{H}$ and $\Phi_{\mathcal{M}}\left(X_{1}, X_{2}\right)=0$. If $C$ is singular, then let $C=U\left[\begin{array}{cc}\Gamma & 0 \\ 0 & 0\end{array}\right] V^{H}$ (with $U, V$ unitary and $\Gamma$ nonsingular) be the singular value decomposition of $C$. Then with $X_{1}=U\left[\begin{array}{cc}0 & 0 \\ 0 & I\end{array}\right] U^{H}$ and $X_{2}=0$, we have $\Phi_{\mathcal{M}}\left(X_{1}, X_{2}\right)=0$. Hence, $\Phi_{\mathcal{H}}$ singular implies that $\Phi_{\mathcal{M}}$ is singular.

We obtain the following perturbation bounds.
Theorem 4.8. If

$$
\begin{equation*}
\hat{\delta}_{\mathcal{M}}:=\min _{\left\|\left(X_{1}, X_{2}\right)\right\|=1}\left\|\Phi_{\hat{\mathcal{M}}}\left(X_{1}, X_{2}\right)\right\|>0 \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left\|\left(E_{1}, E_{2}\right)\right\|\|(H+\Delta H, F+\Delta F)\|}{\hat{\delta}_{\mathcal{M}}^{2}}<\frac{1}{4}, \tag{4.23}
\end{equation*}
$$

then (4.19) has a solution $\left(X_{1}, X_{2}\right)$ which satisfies
$\left\|\left(X_{1}, X_{2}\right)\right\| \leq \frac{2\left\|\left(E_{1}, E_{2}\right)\right\|}{\hat{\delta}_{\mathcal{M}}+\sqrt{\hat{\delta}_{\mathcal{M}}^{2}-4\left\|\left(E_{1}, E_{2}\right)\right\|\|(H+\Delta H, F+\Delta F)\|}}<2 \frac{\left\|\left(E_{1}, E_{2}\right)\right\|}{\hat{\delta}_{\mathcal{M}}}$.
Proof. The proof is analogous to the proof of Theorem 2.3.
Under slightly stronger assumptions we have the following corollary.
Corollary 4.9. Let

$$
\delta_{\mathcal{M}}:=\min _{\left\|\left(X_{1}, X_{2}\right)\right\|=1}\left\|\Phi_{\mathcal{M}}\left(X_{1}, X_{2}\right)\right\| .
$$

If

$$
\begin{equation*}
\rho_{\mathcal{M}}:=\delta_{\mathcal{M}}-\max \{2\|\Delta A\|,\|(\Delta C, \Delta D)\|\}>0 \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left\|\left(E_{1}, E_{2}\right)\right\|(\|(H, F)\|+\|(\Delta H, \Delta F)\|)}{\rho_{\mathcal{M}}^{2}}<\frac{1}{4} \tag{4.25}
\end{equation*}
$$

then (4.19) has a solution $\left(X_{1}, X_{2}\right)$ which satisfies
$\left\|\left(X_{1}, X_{2}\right)\right\| \leq \frac{2\left\|\left(E_{1}, E_{2}\right)\right\|}{\rho_{\mathcal{M}}+\sqrt{\rho_{\mathcal{M}}^{2}-4\left\|\left(E_{1}, E_{2}\right)\right\|(\|(H, F)\|+\|(\Delta H, \Delta F)\|)}}<2 \frac{\left\|\left(E_{1}, E_{2}\right)\right\|}{\rho_{\mathcal{M}}}$.

We then finally have the perturbation result for the generalized deflating subspace.
Theorem 4.10. Let $\mathcal{H}-\lambda\left(J \mathcal{M}^{H} J^{T}\right) \mathcal{M}$ be a Hamiltonian/skew-Hamiltonian pencil in the block upper triangular form (4.3) and let $\mathcal{Q}=\left[Q_{1}, Q_{2}\right], \mathcal{U}=\left[U_{1}, U_{2}\right]$ with $Q_{1}, Q_{2}, U_{1}, U_{2} \in \mathbb{C}^{2 n \times n}$.
Let the perturbed matrices $\hat{\mathcal{H}}, \hat{\mathcal{M}}$ be partitioned as in (4.15) and (4.16). If conditions (4.22) and (4.23) hold, then $\hat{\mathcal{H}}-\lambda\left(J \hat{\mathcal{M}}^{H} J^{T}\right) \hat{\mathcal{M}}$ has a generalized deflating subspace given by range $\hat{U}_{1}$ and range $\hat{Q}_{1}$ with

$$
\hat{U}_{1}=\mathcal{U}\left[\begin{array}{c}
I_{n} \\
-X_{1}
\end{array}\right]\left(I_{n}+X_{1}^{2}\right)^{-\frac{1}{2}}, \quad \hat{Q}_{1}=\mathcal{Q}\left[\begin{array}{c}
I_{n} \\
-X_{2}
\end{array}\right]\left(I_{n}+X_{2}^{H} X_{2}\right)^{-\frac{1}{2}}
$$

where the matrix pair $\left(X_{1}, X_{2}\right)$ solves (4.19).
An upper bound for the largest principal angle between range $U_{1}$ and range $\hat{U}_{1}$ or between range $Q_{1}$ and range $\hat{Q}_{1}$, respectively, is given by $\arctan \left(2 \frac{\left\|\left(E_{1}, E_{2}\right)\right\|}{\hat{\delta}_{\mathcal{M}}}\right)$.
If conditions (4.22) and (4.23) are replaced by (4.24) and (4.25), then the upper bound for the largest principal angle is $\arctan \left(2 \frac{\left\|\left(E_{1}, E_{2}\right)\right\|}{\rho_{\mathcal{M}}}\right)$.
Proof. The proof is analogous to the proof for Theorem 2.4.
For the perturbations in the eigenvalues there are still further special properties that follow from the matrix structures. Let $\mathcal{H}-\lambda\left(J \mathcal{M}^{H} J^{T}\right) \mathcal{M}$ be regular and let $\lambda$ be an eigenvalue with multiplicity $m$ having a complete set of eigenvectors. Let $\mathbf{U}=\left(U_{1}, U_{2}, U_{3}\right)$ be unitary such that

$$
\begin{equation*}
J \mathcal{M}^{H} J^{T} U_{1}=U_{2} C_{1}, \quad \mathcal{H} U_{3}=U_{2} C_{2}, \quad \mathcal{M} U_{3}=U_{1} C_{3} \tag{4.26}
\end{equation*}
$$

and

$$
C_{1}^{-1} C_{2} C_{3}^{-1}=C_{2} C_{3}^{-1} C_{1}^{-1}=C_{3}^{-1} C_{1}^{-1} C_{2}=\lambda I_{m}
$$

Using the matrix structure, if $\lambda$ is purely imaginary or infinite, then $\left(J U_{1}, J U_{3}, J U_{2}\right)$ is an orthonormal basis of the left generalized deflating subspace corresponding to $\lambda$. Moreover, from (4.26) we have

$$
\begin{align*}
C_{1}^{H}\left(U_{2}^{H} J U_{3}\right) & =\left(U_{1}^{H} J U_{1}\right) C_{3} \\
C_{3}^{H}\left(U_{1}^{H} J U_{1}\right) & =\left(U_{3}^{H} J U_{2}\right) C_{1}  \tag{4.27}\\
C_{2}^{H}\left(U_{2}^{H} J U_{3}\right) & =-\left(U_{3}^{H} J U_{2}\right) C_{2} .
\end{align*}
$$

If $\operatorname{Re} \lambda \neq 0$ and $\left(V_{1}, V_{2}, V_{3}\right)$ represents an orthonormal basis of the right generalized deflating subspace corresponding to $-\bar{\lambda}$, i.e.,

$$
\begin{equation*}
J \mathcal{M}^{H} J^{T} V_{1}=V_{2} \tilde{C}_{1}, \quad \mathcal{H} V_{3}=V_{2} \tilde{C}_{2}, \quad \mathcal{M} V_{3}=V_{1} \tilde{C}_{3} \tag{4.28}
\end{equation*}
$$

and

$$
\tilde{C}_{1}^{-1} \tilde{C}_{2} \tilde{C}_{3}^{-1}=\tilde{C}_{2} \tilde{C}_{3}^{-1} \tilde{C}_{1}^{-1}=\tilde{C}_{3}^{-1} \tilde{C}_{1}^{-1} \tilde{C}_{2}=-\bar{\lambda} I_{m}
$$

then $\left(J V_{1}, J V_{3}, J V_{2}\right)$ represents an orthonormal basis of the left generalized deflating subspace corresponding to $\lambda$. Similarly,

$$
\begin{align*}
\tilde{C}_{1}^{H}\left(V_{2}^{H} J U_{3}\right) & =\left(V_{1}^{H} J U_{1}\right) C_{3} \\
\tilde{C}_{3}^{H}\left(V_{1}^{H} J U_{1}\right) & =\left(V_{3}^{H} J U_{2}\right) C_{1}  \tag{4.29}\\
\tilde{C}_{2}^{H}\left(V_{2}^{H} J U_{3}\right) & =-\left(V_{3}^{H} J U_{2}\right) C_{2}
\end{align*}
$$

Using these properties we have the following perturbation results for simple and multiple eigenvalues.

THEOREM 4.11. Let $\mathcal{H}-\lambda\left(J \mathcal{M}^{H} J^{T}\right) \mathcal{M}$ be a regular Hamiltonian/skewHamiltonian pencil and let $\lambda$ be a simple eigenvalue. Let $\left(u_{1}, u_{2}, u_{3}\right)$ be the unit norm right eigenvector satisfying

$$
\left(J \mathcal{M}^{H} J^{T}\right) u_{1}=\alpha_{1} u_{2}, \quad \mathcal{H} u_{3}=\alpha_{2} u_{2}, \quad \mathcal{M} u_{3}=\alpha_{3} u_{1}, \quad \frac{\alpha_{2}}{\alpha_{1} \alpha_{3}}=\lambda
$$

and let $\hat{\mathcal{H}}=\mathcal{H}+\Delta \mathcal{H}, \hat{\mathcal{M}}=\mathcal{M}+\Delta \mathcal{M}$ with $\Delta \mathcal{H}$ Hamiltonian. Furthermore, let $\epsilon:=\|(\Delta \mathcal{H}, \Delta \mathcal{M})\|$ be sufficiently small. Then $\hat{\mathcal{H}}-\lambda\left(J \hat{\mathcal{M}}^{H} J^{T}\right) \hat{\mathcal{M}}$ has the unit norm eigenvectors $\hat{u}_{1}, \hat{u}_{2}, \hat{u}_{3}$ satisfying

$$
J \hat{\mathcal{M}}^{H} J^{T} \hat{u}_{1}=\hat{\alpha}_{1} \hat{u}_{2}, \quad \hat{\mathcal{H}} \hat{u}_{3}=\hat{\alpha}_{2} \hat{u}_{2}, \quad \hat{\mathcal{M}} \hat{u}_{3}=\hat{\alpha}_{3} \hat{u}_{1}, \quad \hat{\lambda}=\frac{\hat{\alpha}_{2}}{\hat{\alpha}_{1} \hat{\alpha}_{3}} .
$$

a) If $\lambda$ is purely imaginary, then

$$
\hat{\lambda}-\lambda=\frac{u_{3}^{H} J \Delta \mathcal{H} u_{3}}{\alpha_{1} \alpha_{3} u_{3}^{H} J u_{2}}-\lambda\left(\frac{u_{3}^{H}(\Delta \mathcal{M})^{H} J u_{1}}{\alpha_{1} u_{3}^{H} J u_{2}}-\frac{u_{1}^{H} J \Delta \mathcal{M} u_{3}}{\alpha_{3} u_{1}^{H} J u_{1}}\right)+O\left(\epsilon^{2}\right) .
$$

b) If $\lambda=\infty$, then

$$
\frac{1}{\hat{\lambda}}=O\left(\epsilon^{2}\right)
$$

c) If $\operatorname{Re} \lambda \neq 0$ and $\left(v_{1}, v_{2}, v_{3}\right)$ is a unit norm right eigenvector corresponding to $-\bar{\lambda}$, then $\hat{\mathcal{H}}-\lambda\left(J \hat{\mathcal{M}}^{H} J^{T}\right) \hat{\mathcal{M}}$ has eigenvalues $\hat{\lambda}$ and $-\overline{\hat{\lambda}}$, such that

$$
\frac{\hat{\lambda}-\lambda}{\lambda}=\frac{v_{3}^{H} J \Delta \mathcal{H} u_{3}}{\alpha_{2} v_{3}^{H} J u_{2}}-\frac{v_{3}^{H}(\Delta \mathcal{M})^{H} J u_{1}}{\alpha_{1} v_{3}^{H} J u_{2}}-\frac{v_{1}^{H} J \Delta \mathcal{M} u_{3}}{\alpha_{3} v_{1}^{H} J u_{1}}+O\left(\epsilon^{2}\right)
$$

Proof. Consider the formal product with $p=3, s_{1}=s_{3}=-1, s_{2}=1$, and factors $A_{1}=J \mathcal{M}^{H} J^{T}, A_{2}=\mathcal{H}$ and $A_{3}=\mathcal{M}$. Consider perturbations $\Delta A_{1}=J \Delta \mathcal{M}^{H} J^{T}, \Delta A_{2}=\Delta \mathcal{H}$ and $\Delta A_{3}=\Delta \mathcal{M}$. If $\lambda$ is finite, then the result follows from Corollary 2.7.
If $\lambda=\infty$, then by (4.27) we have $\bar{\alpha}_{1} u_{2}^{H} J u_{3}=\alpha_{3} u_{1}^{H} J u_{1}$. Since $\alpha_{1} \alpha_{3}=0$, $u_{2}^{H} J u_{3} \neq 0$ and $u_{1}^{H} J u_{1} \neq 0$, we have $\alpha_{1}=\alpha_{3}=0$. Hence from Corollary 2.7 and Remark 2.5 we get $1 / \hat{\lambda}=O\left(\epsilon^{2}\right)$.

For multiple eigenvalues the result is as follows.
Theorem 4.12. Let $\mathcal{H}-\lambda\left(J \mathcal{M}^{H} J^{T}\right) \mathcal{M}$ be a regular Hamiltonian/skewHamiltonian pencil and let $\lambda$ be an eigenvalue of algebraic multiplicity $m$ with a complete set of eigenvectors. Let $\left(U_{1}, U_{2}, U_{3}\right)$ be unitary satisfying (4.26) and consider perturbed matrices $\hat{\mathcal{H}}=\mathcal{H}+\Delta \mathcal{H}$ with $\hat{\mathcal{M}}=\mathcal{M}+\Delta \mathcal{M}$ with $\Delta \mathcal{H}$ Hamiltonian and $\epsilon:=\|(\Delta \mathcal{H}, \Delta \mathcal{M})\|$ sufficiently small. Then for the associated eigenvalues $\hat{\lambda}$ of the perturbed problem we obtain the following bounds.
a) If $\lambda$ is purely imaginary then

$$
\begin{aligned}
& |\hat{\lambda}-\lambda| \leq \min \left\{\left\|\left(U_{1}^{H} J U_{1}\right)^{-1} C_{3}^{-H} E_{a} C_{3}^{-1}\right\|,\right. \\
& \\
& \left.\left\|\left(U_{3}^{H} J U_{2}\right)^{-1} E_{a} C_{3}^{-1} C_{1}^{-1}\right\|,\left\|\left(U_{2}^{H} J U_{3}\right)^{-1} C_{1}^{-H} C_{3}^{-H} E_{a}\right\|\right\}+O\left(\epsilon^{2}\right),
\end{aligned}
$$

where $E_{a}=\lambda\left(U_{3}^{H}(\Delta \mathcal{M})^{H} J U_{1} C_{3}+C_{3}^{H} U_{1}^{H} J \Delta \mathcal{M} U_{3}\right)-U_{3}^{H} J \Delta \mathcal{H} U_{3}$.
b) If $\lambda=\infty$, then
$\frac{1}{|\hat{\lambda}|} \leq \min \left\{\left\|\left(U_{1}^{H} J U_{1}\right)^{-1} E_{\infty}\right\|,\left\|\left(U_{3}^{H} J U_{2}\right)^{-1} E_{b} C_{2}^{-1}\right\|,\left\|C_{2}^{-1}\left(U_{3}^{H} J U_{2}\right)^{-1} E_{b}\right\|\right\}+O\left(\epsilon^{2}\right)$,
where
$E_{\infty}=C_{1}^{H} C_{2}^{-H} U_{3}^{H} \Delta \mathcal{M}^{H} J U_{1}-U_{1}^{H} J \Delta \mathcal{M} U_{3} C_{2}^{-1} C_{1}-C_{1}^{H} C_{2}^{-H} U_{3}^{H} J \Delta \mathcal{H} U_{3} C_{2}^{-1} C_{1}$ and $E_{b}=U_{3}^{H}(\Delta \mathcal{M})^{H} J U_{1} C_{3}+C_{3}^{H} U_{1}^{H} J \Delta \mathcal{M} U_{3}$.
c) If $\operatorname{Re} \lambda \neq 0$ and $\left(V_{1}, V_{2}, V_{3}\right)$ represents an orthonormal basis of the right generalized deflating subspace corresponding to $-\bar{\lambda}$ satisfying (4.28), then there are $m$ eigenvalues $\hat{\lambda}$ of $\hat{\mathcal{H}}-\lambda\left(J \hat{\mathcal{M}}^{H} J^{T}\right) \hat{\mathcal{M}}$ that satisfy

$$
\begin{aligned}
& \left|\frac{\hat{\lambda}-\lambda}{\lambda}\right| \leq \min \left\{\left\|\left(V_{1}^{H} J U_{1}\right)^{-1} \tilde{C}_{3}^{-H} E_{c} C_{3}^{-1}\right\|\right. \\
& \left.\left\|\left(V_{3}^{H} J U_{2}\right)^{-1} E_{c} C_{3}^{-1} C_{1}^{-1}\right\|,\left\|\left(V_{2}^{H} J U_{3}\right)^{-1} \tilde{C}_{1}^{-H} \tilde{C}_{3}^{-H} E_{c}\right\|\right\}+O\left(\epsilon^{2}\right), \\
& \text { where } E_{c}=V_{3}^{H}(\Delta \mathcal{M})^{H} J U_{1} C_{3}+\tilde{C}_{3}^{H} U_{1}^{H} J \Delta \mathcal{M} U_{3}-\frac{1}{\lambda} V_{3}^{H} J \Delta \mathcal{H} U_{3} .
\end{aligned}
$$

Proof. If $\lambda$ is purely imaginary the result follows from (2.54) of Theorem 2.9 and the properties of (4.27) and (4.26). If $\lambda=\infty$ then the bound follows from (2.58), (4.27) and the fact that $C_{3} C_{2}^{-1} C_{1}=C_{1} C_{3} C_{2}^{-1}=C_{2}^{-1} C_{1} C_{3}=0$. If $\operatorname{Re} \lambda \neq 0$ the bound again follows from (2.54), (4.29) and (4.28). $\square$
Note that in Theorem 4.12 the matrix $E_{a}$ has skew-Hermitian and Hermitian parts which are composed by $\Delta \mathcal{M}$ and $\Delta \mathcal{H}$, respectively. Furthermore $E_{\infty}$ is Hermitian and $E_{b}$ is skew-Hermitian.
Remark 4.1. The parameters $\delta_{\mathcal{H}}, \delta_{\mathcal{M}}$ introduced in this section are difficult to estimate. One possible way is again to replace them by the smallest singular value of the matrix representations of $\Phi_{\mathcal{M}}, \Phi_{\mathcal{H}}$ as in (2.2); see Remark 2.3.

## 5 Conclusion.

We have analyzed the perturbation theory for generalized deflating subspaces and eigenvalues of a formal matrix product. The perturbation bounds can be used to estimate the errors of the generalized deflating subspaces and eigenvalues when they are computed by the periodic QR or QZ algorithms. As an application we have studied the perturbation theory for Hamiltonian/skew-Hamiltonian pencils. The symmetry structure of the matrices then leads to a symmetry structure in the perturbation results and hence sharper perturbation bounds. Although we have presented all results for complex matrices, it should be noted that similar results hold for real pencils.
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The perturbation theory for periodic deflating subspaces of periodic matrix pairs that is closely related to the perturbation theory for formal products has recently and independently been studied in [21, 22].
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