# A NUMERICAL METHOD FOR COMPUTING AN SVD-LIKE DECOMPOSITION 
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Abstract. We present a numerical method to compute the SVD-like decomposition $B=$ $Q D S^{-1}$, where $Q$ is orthogonal, $S$ is symplectic and $D$ is a permuted diagonal matrix. The method can be applied directly to compute the canonical form of the Hamiltonian matrices of the form $J B^{T} B$, where $J=\left[\begin{array}{cc}0 & I \\ -I & 0\end{array}\right]$. It can also be applied to solve the related application problems such as the gyroscopic systems and linear Hamiltonian systems. Error analysis and numerical examples show that the eigenvalues of $J B^{T} B$ computed by this method are more accurate than that computed by the methods working on the explicit product $J B^{T} B$ or $B J B^{T}$.
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1. Introduction. It is shown in [18] that every real matrix $B \in \mathbb{R}^{n \times 2 m}$ has an SVD-like decomposition

$$
Q^{T} B S=\begin{align*}
& p  \tag{1.1}\\
& q \\
& p \\
& n-2 p-q
\end{align*}\left(\begin{array}{cccccc}
p & q & m-p-q & p & q & m-p-q \\
\Sigma & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \Sigma & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

where matrix $Q$ is real orthogonal, $S$ is real symplectic, and $\Sigma$ is positive diagonal.
Definition 1.1. Let $J=\left[\begin{array}{cc}0 & I_{m} \\ -I_{m} & 0\end{array}\right]$.

1. A matrix $S \in \mathbb{R}^{2 m \times 2 m}$ is called symplectic if $S J S^{T}=J$.
2. A matrix $U \in \mathbb{R}^{2 m \times 2 m}$ is called orthogonal symplectic if $U^{T} U=I$ and $U J U^{T}=J$
3. A matrix $A \in \mathbb{R}^{2 m \times 2 m}$ is called Hamiltonian if $J A=(J A)^{T}$.

The SVD-like decomposition (1.1) is closely related to the canonical forms of the real skew-symmetric matrix $B J B^{T}$ and the real Hamiltonian matrix $J B^{T} B$. By (1.1) and the symplectic property of $S$, we have the Schur-like form for $B J B^{T}$,

$$
B J B^{T}=Q\left[\begin{array}{cc|cc}
0 & 0 & \Sigma^{2} & 0  \tag{1.2}\\
0 & 0 & 0 & 0 \\
\hline-\Sigma^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] Q^{T}
$$

[^0]and the structured canonical form for $J B^{T} B$,
\[

J B^{T} B=S\left[$$
\begin{array}{ccc|ccc}
0 & 0 & 0 & \Sigma^{2} & 0 & 0  \tag{1.3}\\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\hline-\Sigma^{2} & 0 & 0 & 0 & 0 & 0 \\
0 & -I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}
$$\right] S^{-1}=: S \Gamma S^{-1}
\]

(Note that the condensed matrix $\Gamma$ is still Hamiltonian.) In fact, let $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{p}\right)$. With appropriate permutations, (1.2) can be transformed to the real Schur form of $B J B^{T}$,

$$
\operatorname{diag}(\left[\begin{array}{cc}
0 & \sigma_{1}^{2} \\
-\sigma_{1}^{2} & 0
\end{array}\right], \ldots,\left[\begin{array}{cc}
0 & \sigma_{p}^{2} \\
-\sigma_{p}^{2} & 0
\end{array}\right], \underbrace{0, \ldots, 0}_{n-2 p})
$$

and (1.3) can be transformed to the real Jordan canonical form of $J B^{T} B$,

$$
\operatorname{diag}(\left[\begin{array}{cc}
0 & \sigma_{1}^{2} \\
-\sigma_{1}^{2} & 0
\end{array}\right], \ldots,\left[\begin{array}{cc}
0 & \sigma_{p}^{2} \\
-\sigma_{p}^{2} & 0
\end{array}\right], \underbrace{\left[\begin{array}{cc}
0 & 0 \\
-1 & 0
\end{array}\right], \ldots\left[\begin{array}{cc}
0 & 0 \\
-1 & 0
\end{array}\right]}_{q}, \underbrace{0, \ldots, 0}_{2(m-p-q)}) .
$$

In this paper we will develop a numerical method to compute the SVD-like decomposition (1.1). Our main goal is to use it to compute the structured canonical form (1.3) of the Hamiltonian matrices $J B^{T} B$.

The eigenvalue problem of such Hamiltonian matrices has a variety of applications. One example is the linear Hamiltonian system [19],

$$
\dot{x}(t)=J A x(t), \quad x(0)=x_{0}
$$

where $A \in \mathbb{R}^{2 m \times 2 m}$ is real symmetric positive definite. The solution of such a Hamiltonian system satisfies

$$
\begin{equation*}
x^{T}(t) A x(t)=x_{0}^{T} A x_{0}, \quad \forall t \geq 0 \tag{1.4}
\end{equation*}
$$

This shows one fundamental principle of the Hamiltonian system, the conservation law. The solution $x(t)$ can be computed by using the structured canonical form of the Hamiltonian matrix $J A$. Since $A$ is positive definite, one can compute the factorization $A=B^{T} B$, say, the Cholesky factorization. After having computed the SVD-like decomposition of $B$, one has

$$
J A=S\left[\begin{array}{cc}
0 & \Sigma^{2} \\
-\Sigma^{2} & 0
\end{array}\right] S^{-1}=: S \Gamma S^{-1}
$$

(Note $\Gamma$ is slightly different from that in (1.3), because here $A$ is nonsingular.) The solution can be computed by the following formula

$$
x(t)=S e^{\Gamma t} S^{-1} x_{0}
$$

It is easy verified that for any $t, e^{\Gamma t}$ is symplectic. If $S$ is exactly symplectic, then one can verify that

$$
x^{T}(t) A x(t)=x^{T}(t) J^{-1}(J A) x(t)=\left(S e^{\Gamma t} S^{-1} x_{0}\right)^{T} J^{-1}\left(S \Gamma S^{-1}\right) S e^{\Gamma t} S^{-1} x_{0}=x_{0}^{T} A x_{0} .
$$

Numerically, for the solution $x(t)$ to obey the conservation law (1.4), one needs to compute the eigenvalues of $J A$ and the symplectic matrix $S$ accurately.

Another example is about the gyroscopic system [8, 13, 17],

$$
\ddot{q}+C \dot{q}+G q=0, \quad q(0)=q_{0}, \quad \dot{q}(0)=q_{1} .
$$

where $G \in \mathbb{R}^{m \times m}$ is symmetric and $C \in \mathbb{R}^{m \times m}$ is skew-symmetric. This system is related to the eigenvalue problem of the matrix

$$
F=\left[\begin{array}{cc}
-C & -G \\
I & 0
\end{array}\right]=\left[\begin{array}{cc}
-C & -I \\
I & 0
\end{array}\right]\left[\begin{array}{ll}
I & 0 \\
0 & G
\end{array}\right]
$$

When $G$ is positive semi-definite it has a full rank factorization $G=L L^{T}$. By using the equality

$$
\left[\begin{array}{cc}
-C & -I \\
I & 0
\end{array}\right]=\left[\begin{array}{cc}
-\frac{1}{2} C & I \\
I & 0
\end{array}\right] J\left[\begin{array}{cc}
\frac{1}{2} C & I \\
I & 0
\end{array}\right]
$$

$F$ is similar to the Hamiltonian matrix

$$
J\left[\begin{array}{cc}
\frac{1}{2} C & I \\
I & 0
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & L L^{T}
\end{array}\right]\left[\begin{array}{cc}
-\frac{1}{2} C & I \\
I & 0
\end{array}\right]=J\left[\begin{array}{cc}
-\frac{1}{2} C & I \\
L^{T} & 0
\end{array}\right]^{T}\left[\begin{array}{cc}
-\frac{1}{2} C & I \\
L^{T} & 0
\end{array}\right]
$$

Then the eigenvalue problem of $F$ can be solved by computing the SVD-like decomposition of $\left[\begin{array}{cc}-\frac{1}{2} C & I \\ L^{T} & 0\end{array}\right]$.

The eigenvalues of $J B^{T} B$ can be computed in many ways. For example, one can use the structure preserving method ([2,3]). Since the eigenvalues of $J B^{T} B$ and $B J B^{T}$ are the same, a more efficient and reliable way is to use the QR method or the Jacobi method (e.g., $[15,11]$ ) to compute the eigenvalues of the skew-symmetric matrix $B J B^{T}$. A common problem of these methods is that they can not compute the symplectic matrix $S$ simultaneously. Another problem is that the methods work on the explicit matrix product $J B^{T} B$ or $B J B^{T}$. The method that will be developed in this paper computes the SVD-like decomposition of $B$. So it computes both the eigenvalues of $J B^{T} B$ and the matrix $S$ simultaneously. Moreover, since it works only on the factor $B$, the eigenvalues of $J B^{T} B$ can be computed more accurately. This trick is not new, e.g., [9, 14]. It has been also used to develop other singular value and eigenvalue methods, $[5,12,1,10]$.

The basic idea of the method is introduced in section 2, and the reduction and iteration processes are described in section 3. In these two sections we focus on a matrix $B$ with $B J B^{T}$ nonsingular. A detail reduction process for a general matrix $B$ is presented in section 4. The first order error bound for the computed eigenvalues is provided in section 5. Numerical examples are given in section 6. The conclusion is given in section 7.

In this paper $\|\cdot\|$ denotes the spectral norm.
2. The basic idea. We use the following procedure to compute an SVD-like decomposition. First compute a condensed form of $B$ by only using orthogonal transformations. Then use the condensed form to construct the SVD-like decomposition. The method for computing the condensed form is actually the implicit version of the QR-like method for the real skew-symmetric matrix $B J B^{T}$. In order to describe the method in a simple way, in this and next sections for a matrix $B$ under consideration we assume that $B J B^{T}$ is nonsingular. With this assumption $B$ is necessarily of full row rank and has even number of rows. A detailed process for a general matrix $B$ will be presented in section 4 .

For a nonsingular skew-symmetric matrix $K \in \mathbb{R}^{2 p \times 2 p}$ one can apply the QR-like algorithm to compute its Schur form. The algorithm consists of two steps. First apply a reduction procedure (see section 3) to $K$ to obtain a bidiagonal-like form

$$
Q_{1}^{T} K Q_{1}=\left[\begin{array}{cc}
0 & T  \tag{2.1}\\
-T^{T} & 0
\end{array}\right]
$$

where $Q_{1}$ is real orthogonal and $T \in \mathbb{R}^{p \times p}$ is upper bidiagonal. Then apply the QR-like SVD iteration to $T$ to compute the SVD

$$
T=Z_{1} \Delta Z_{2}^{T}
$$

where $Z_{1}, Z_{2}$ are real orthogonal and $\Delta$ is positive diagonal. Let $Q=Q_{1}\left[\begin{array}{cc}Z_{1} & 0 \\ 0 & Z_{2}\end{array}\right]$. Then we have the Schur-like form

$$
Q^{T} K Q=\left[\begin{array}{cc}
0 & \Delta \\
-\Delta & 0
\end{array}\right]
$$

When $K=B J B^{T}$, we will develop an implicit version of the method by operating only on the factor $B$. Since $\left(Q^{T} B U\right) J\left(Q^{T} B U\right)^{T}=Q^{T}\left(B J B^{T}\right) Q$ for any orthogonal symplectic matrix $U$, we intend to determine an orthogonal matrix $Q$ and an orthogonal symplectic matrix $U$ such that $R=Q^{T} B U$ is block upper triangular and the product $R J R^{T}$ has the Schur-like form. Similarly we need two steps to compute such a decomposition. We first determine an orthogonal matrix $Q_{1}$ and an orthogonal symplectic matrix $U_{1}$ such that

$$
Q_{1}^{T} B U_{1}=\left[\begin{array}{cc}
B_{1} & B_{2} \\
0 & B_{3}
\end{array}\right]
$$

where $B_{1}, B_{2}, B_{3} \in \mathbb{R}^{p \times m}$, and

$$
Q_{1}^{T} B J B^{T} Q_{1}=\left[\begin{array}{cc}
B_{1} B_{2}^{T}-B_{2} B_{1}^{T} & B_{1} B_{3}^{T}  \tag{2.2}\\
-B_{3} B_{1}^{T} & 0
\end{array}\right]=\left[\begin{array}{cc}
0 & B_{1} B_{3}^{T} \\
-B_{3} B_{1}^{T} & 0
\end{array}\right]
$$

has the bidiagonal-like form (2.1). (This implies that $B_{1} B_{2}^{T}=B_{2} B_{1}^{T}$ and $B_{1} B_{3}^{T}$ is upper bidiagonal). We then apply an implicit version of the QR-like SVD iteration to $B_{1} B_{3}^{T}$, to obtain

$$
\begin{equation*}
R_{1}=Z_{1}^{T} B_{1} W, \quad R_{3}=Z_{2}^{T} B_{3} W \tag{2.3}
\end{equation*}
$$

where $Z_{1}, Z_{2}, W$ are orthogonal and $R_{1} R_{3}^{T}=\Delta$ is positive diagonal. Let $Q=$ $Q_{1}\left[\begin{array}{cc}Z_{1} & 0 \\ 0 & Z_{2}\end{array}\right]$ and $U=U_{1}\left[\begin{array}{cc}W & 0 \\ 0 & W\end{array}\right]$ (which is orthogonal symplectic). Then

$$
R=Q^{T} B U=\left[\begin{array}{cc}
R_{1} & R_{2} \\
0 & R_{3}
\end{array}\right], \quad R_{2}=Z_{1}^{T} B_{2} W
$$

By (2.2) and (2.3), we have $Q^{T}\left(B J B^{T}\right) Q=R J R^{T}=\left[\begin{array}{cc}0 & \Delta \\ -\Delta & 0\end{array}\right]$.
The most condensed form that we can compute for $B$ is

$$
R=Q^{T} B U=\left[\begin{array}{cc|cc}
R_{11} & R_{12} & R_{13} & R_{14}  \tag{2.4}\\
\hline 0 & 0 & R_{23} & 0
\end{array}\right]=:\left[\begin{array}{cc}
R_{1} & R_{2} \\
0 & R_{3}
\end{array}\right],
$$

where $R_{11}, R_{23} \in \mathbb{R}^{p \times p}, R_{11}$ is upper triangular, $R_{23}$ is lower triangular, and $R_{11} R_{23}^{T}=$ : $\Delta$ is positive diagonal. The detailed procedure will be presented in the next section. Let $\Delta=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{p}\right)$. After having obtained such a decomposition the eigenvalues of $B J B^{T}$ and $J B^{T} B$ are simply $\pm i \delta_{1}, \ldots, \pm i \delta_{p}$. Define $\Sigma=\sqrt{\Delta}$. The symplectic matrix $S$ in the SVD-like decomposition can be computed by the formula

$$
U\left[\begin{array}{cc|cc}
R_{23}^{T} \Sigma^{-1} & -\left(R_{23}^{T} \Sigma^{-1}\right)\left(R_{12}^{T} \Sigma^{-1}\right)^{T} & -R_{13}^{T} \Sigma^{-1} & -\left(R_{23}^{T} \Sigma^{-1}\right)\left(R_{14}^{T} \Sigma^{-1}\right)^{T}  \tag{2.5}\\
0 & I & -R_{14}^{T} \Sigma^{-1} & 0 \\
\hline 0 & 0 & R_{11}^{T} \Sigma^{-1} & 0 \\
0 & 0 & R_{12}^{T} \Sigma^{-1} & I
\end{array}\right]
$$

and the SVD-like decomposition of $B$ is

$$
\left.Q^{T} B S=\begin{array}{cccc}
p & m-p & p & m-p  \tag{2.6}\\
p \\
p & 0 & 0 & 0 \\
\Sigma & 0 & \Sigma & 0
\end{array}\right) .
$$

Note this is the decomposition only in the case that $B J B^{T}$ is nonsingular.
The method is summarized by the following algorithm.
Algorithm. Given a real matrix $B \in \mathbb{R}^{2 p \times 2 m}$ with $B J B^{T}$ nonsingular, the algorithm computes the eigenvalues of $J B^{T} B$ and $B J B^{T}$ or the $S V D$-like decomposition (2.6).
Step 1. Determine the orthogonal matrix $Q_{1}$ and the orthogonal symplectic matrix $U_{1}$ such that

$$
Q_{1}^{T} B U_{1}=\left[\begin{array}{cc|cc}
B_{11} & B_{12} & B_{13} & B_{14}  \tag{2.7}\\
\hline 0 & 0 & B_{23} & 0
\end{array}\right]=:\left[\begin{array}{cc}
B_{1} & B_{2} \\
0 & B_{3}
\end{array}\right]
$$

where $B_{11}, B_{23} \in \mathbb{R}^{p \times p}, B_{11}$ is upper triangular, $B_{23}$ is lower triangular, $B_{11} B_{23}^{T}$ is upper bidiagonal, and $B_{1} B_{2}^{T}=B_{2} B_{1}^{T}$.
Step 2. Determine the orthogonal matrices $Z_{1}, Z_{2}, W$ such that

$$
\begin{equation*}
R_{11}=Z_{1}^{T} B_{11} W, \quad R_{23}=Z_{2}^{T} B_{23} W \tag{2.8}
\end{equation*}
$$

where $R_{11}$ is upper triangular, $R_{23}$ is lower triangular, and

$$
R_{11} R_{23}^{T}=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{p}\right)=: \Delta
$$

is positive diagonal.
Step 3. If only the eigenvalues of $J B^{T} B$ or $B J B^{T}$ are required, compute the nonzero eigenvalues $\pm i \delta_{1}, \ldots, \pm i \delta_{p}$ and stop. If the decomposition (2.6) is required go to Step 4.
Step 4.
(a) Update $Q=Q_{1}\left[\begin{array}{cc}Z_{1} & 0 \\ 0 & Z_{2}\end{array}\right], U=U_{1} \operatorname{diag}(W, I, W, I)$; and

$$
R=\left[\begin{array}{cc|cc}
R_{11} & R_{12} & R_{13} & R_{14} \\
\hline 0 & 0 & R_{23} & 0
\end{array}\right]
$$

where $R_{12}=Z_{1}^{T} B_{12}, R_{13}=Z_{1}^{T} B_{13} W$, and $R_{14}=Z_{1}^{T} B_{14}$.
(b) Compute $\Sigma=\sqrt{\Delta}$.
(c) Use the formula (2.5) to compute $S$.
3. Reduction and iteration. We need the following elementary matrices in our algorithm.

1. Set of Householder matrices.
$\mathcal{H}(\mathcal{I})=\left\{H=I_{n}-2 u u^{T} / u^{T} u \mid u \in \mathbb{R}^{n}, u_{j}=0, \forall j \notin \mathcal{I}\right\}$,
where $\mathcal{I}$ is a subset of $\{1, \ldots, n\}$ giving the range of the columns/rows that $H$ operates on.
2. Set of Givens matrices.
$\mathcal{G}(i, j)=\left\{G \mid G=I_{n}-(1-\alpha)\left(e_{i} e_{i}^{T}+e_{j} e_{j}^{T}\right)+\beta\left(e_{i} e_{j}^{T}-e_{j} e_{i}^{T}\right), \quad \alpha^{2}+\beta^{2}=1\right\}$
3. Set of symplectic Householder matrices.
$\mathcal{H}^{s}(\mathcal{I})=\left\{H_{s} \mid H_{s}:=\left[\begin{array}{cc}H & 0 \\ 0 & H\end{array}\right], \quad H \in \mathcal{H}(\mathcal{I})\right\}$
4. Sets of symplectic Givens matrices.
(a) $\mathcal{G}_{1}^{s}(k)=\left\{G_{s} \mid G_{s} \in \mathcal{G}(k, n+k) \subset \mathbb{R}^{2 n \times 2 n}\right\}$.
(b) $\mathcal{G}_{2}^{s}(i, j)=\left\{\left.G_{s}=\left[\begin{array}{cc}G & 0 \\ 0 & G\end{array}\right] \right\rvert\, G \in \mathcal{G}(i, j)\right\}$.
 where $1 \leq i<j \leq n$.
5. Sets of symplectic permutations
(a) $\mathcal{P}_{1}^{s}=\left\{\left.\left[\begin{array}{cc}P & 0 \\ 0 & P\end{array}\right] \right\rvert\, P\right.$ is a permutation $\}$.
(b) $\mathcal{P}_{2}^{s}(k)=\left\{P_{s} \mid P_{s}=I_{2 n}-\left(e_{k} e_{k}^{T}+e_{n+k} e_{n+k}^{T}\right)+\left(e_{k} e_{n+k}^{T}-e_{n+k} e_{k}^{T}\right)\right\}$.

In the algorithm step 3,4 are simple. So we only consider the implementations for step 1 and 2.
3.1. Implicit bidiagonal-like reduction. We use the following displays with a $6 \times 8$ matrix $B$ to illustrate the reduction process. In the displays " 0 " and " $x$ " denote a zero and an arbitrary element respectively. Note our goal is to reduce $B$ to a condensed form (2.7) such that the explicit product $B J B^{T}$ has a bidiagonal-like form (2.1).

At the first stage we reduce the columns and rows 1 and 4 of $B J B^{T}$ implicitly. For this we first perform three orthogonal symplectic transformations $U_{1,1}, V_{1}, U_{1,2}$ successively, where $U_{1,1}, U_{1,2} \in \mathcal{H}^{s}(1: 4)$ and $V_{1} \in \mathcal{G}_{1}^{s}(1)$, on the columns of $B$ to annihilate $B(4,2: 4), B(4,1)$ and $B(4,6: 8)^{1}$ :

$$
\left[\begin{array}{llll|llll}
x & x & x & x & x & x & x & x \\
x & x & x & x & x & x & x & x \\
x & x & x & x & x & x & x & x \\
\hline 0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\
x & x & x & x & x & x & x & x \\
x & x & x & x & x & x & x & x
\end{array}\right]
$$

We then perform a Householder transformation $H_{1,1} \in \mathcal{H}(1: 3,5: 6)$ on the rows of $B$ to annihilate $B(2: 3,1)$ and $B(5: 6,1)$ :

$$
\left[\begin{array}{llll|llll}
x & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x \\
\hline 0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\
0 & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x
\end{array}\right] .
$$

[^1]Now the product $B\left(J B^{T}\right)$ has the form

$$
\left[\begin{array}{llll|llll}
x & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x \\
\hline 0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\
0 & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x
\end{array}\right]\left[\begin{array}{lll|lll}
x & x & x & x & x & x \\
x & x & x & 0 & x & x \\
x & x & x & 0 & x & x \\
x & x & x & 0 & x & x \\
\hline x & 0 & 0 & 0 & 0 & 0 \\
x & x & x & 0 & x & x \\
x & x & x & 0 & x & x \\
x & x & x & 0 & x & x
\end{array}\right]=\left[\begin{array}{lll|lll}
0 & x & x & x & x & x \\
x & 0 & x & 0 & x & x \\
x & x & 0 & 0 & x & x \\
\hline x & 0 & 0 & 0 & 0 & 0 \\
x & x & x & 0 & 0 & x \\
x & x & x & 0 & x & 0
\end{array}\right]
$$

(Since $B J B^{T}$ is skew-symmetric, its diagonal elements are zero.) We still need to reduce the first column and row of $B J B^{T}$. For this we have to form the first column (but not the whole product) of $B J B^{T}$ explicitly, which has the pattern

$$
y_{1}=\left[\begin{array}{llllll}
0 & x & x & x & x & x
\end{array}\right]^{T} .
$$

Determine a Householder matrix $H_{1,2} \in \mathcal{H}(2: 3,5: 6)$ such that

$$
H_{1,2} y_{1}=\left[\begin{array}{llllll}
0 & 0 & 0 & x & x & 0
\end{array}\right]^{T}
$$

Pre-multiply $B$ by $H_{1,2}$. Since $H_{1,2}$ does not work on rows 1 and 4 , it does not change the pattern of $B$. After this transformation

$$
B=\left[\begin{array}{llll|llll}
x & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x \\
\hline 0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\
0 & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x
\end{array}\right], \quad B J B^{T}=\left[\begin{array}{ccc|ccc}
0 & 0 & 0 & x & x & 0 \\
0 & 0 & x & 0 & x & x \\
0 & x & 0 & 0 & x & x \\
\hline x & 0 & 0 & 0 & 0 & 0 \\
x & x & x & 0 & 0 & x \\
0 & x & x & 0 & x & 0
\end{array}\right] .
$$

The second stage is similar. We reduce the columns and rows 2 and 5 of $B J B^{T}$. We first perform transformations $U_{2,1}, V_{2}, U_{2,2}$, where $U_{2,1}, U_{2,2} \in \mathcal{H}^{s}(2: 4)$ and $V_{2} \in \mathcal{G}_{1}^{s}(2)$, on the columns of $B$ to annihilate $B(5,3: 4), B(5,2)$ and $B(5,7: 8)$. Then perform a Householder transformation $H_{2,1} \in \mathcal{H}(2: 3,6)$ on the rows of $B$ to annihilate $B(3,2)$ and $B(6,2)$. Next we determine a Householder transformation $H_{2,2} \in \mathcal{H}(3,6)$ from the vector

$$
y_{2}=\left(B J B^{T}\right)(:, 2)=\left[\begin{array}{llllll}
0 & 0 & x & 0 & x & x
\end{array}\right]^{T}
$$

such that

$$
H_{2,2} y_{2}=\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & x & x
\end{array}\right]^{T}
$$

Pre-multiplying $B$ by $H_{2,2}$ :

$$
B=\left[\begin{array}{llll|llll}
x & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x \\
0 & 0 & x & x & x & x & x & x \\
\hline 0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x
\end{array}\right]
$$

and

$$
B J B^{T}=\left[\begin{array}{ccc|ccc}
0 & 0 & 0 & x & x & 0 \\
0 & 0 & 0 & 0 & x & x \\
0 & 0 & 0 & 0 & 0 & x \\
\hline x & 0 & 0 & 0 & 0 & 0 \\
x & x & 0 & 0 & 0 & 0 \\
0 & x & x & 0 & 0 & 0
\end{array}\right]
$$

Now the product $B J B^{T}$ is in the bidiagonal-like form.
At the third stage we perform transformations $U_{3,1}, V_{3}, U_{3,2}$, where $U_{3,1}, U_{3,2} \in$ $\mathcal{H}^{s}(3: 4)$ and $V_{3} \in \mathcal{G}_{1}^{s}(3)$, on the columns of $B$ to annihilate $B(6,4), B(6,3)$ and $B(6,8)$ :

$$
B=\left[\begin{array}{lll|l|lll|l}
x & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x \\
0 & 0 & x & x & x & x & x & x \\
\hline 0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & x & 0 & 0 \\
0 & 0 & 0 & 0 & x & x & x & 0
\end{array}\right]
$$

We have got the form (2.7). Note the symplectic transformations performed at the last stage do not change the bidiagonal-like form of $B J B^{T}$.
3.2. Implicit QR-like SVD iteration. We will give the implicit version of the implicit shift QR-like SVD iteration ([11, Sec.8.6]) on $B_{11} B_{23}^{T}$. For a technical reason related to decoupling and deflation, before iteration we transform $B_{23}$ to a lower Hessenberg form such that $B_{11} B_{23}^{T}$ is lower bidiagonal. The transformations can be performed as follows. For $j=1, \ldots, p-1$, we construct a sequence of Givens matrices $G_{j} \in \mathcal{G}(j, j+1)$ such that $\left(B_{11} B_{23}^{T}\right) G_{1} \cdots G_{p-1}$ becomes lower bidiagonal. (To construct $G_{j}$ we need to compute $\left(B_{11} B_{23}^{T}\right)(j, j: j+1)$.) Update $B_{23}:=G_{p-1}^{T} \cdots G_{1}^{T} B_{23}$. Then $B_{23}$ becomes lower Hessenberg. $B_{11}$ is still upper triangular but now $B_{11} B_{23}^{T}$ is lower bidiagonal.
When some diagonal or sub-diagonal elements of $B_{11} B_{23}^{T}$ are zero we can decouple it into smaller unreduced lower bidiagonal blocks. With the assumption that $B J B^{T}$ is nonsingular all diagonal elements of $B_{11} B_{23}^{T}$ are nonzero. This is obvious from the factorization $B J B^{T}=Q_{1}\left[\begin{array}{cc}0 & B_{11} B_{23}^{T} \\ -B_{23}^{T} B_{11} & 0\end{array}\right] Q_{1}^{T}$. Moreover $B_{11}$ is nonsingular. Hence its diagonal elements are nonzero. The $j$ th sub-diagonal element of $B_{11} B_{23}^{T}$ has the form ${ }^{2} B_{11}(j+1, j+1) B_{23}(j, j+1)$. Because $B_{11}(j+1, j+1) \neq 0$, the $j$ th sub-diagonal element of $B_{11} B_{23}^{T}$ is zero if and only if the $j$ th super-diagonal element of $B_{23}$ is zero. With this observation, in practice when some super-diagonal elements of $B_{23}$ are zero or suitably small we set them to be zero and decouple $B_{11} B_{23}^{T}$ into smaller unreduced lower bidiagonal blocks. We then perform the following implicit version of the QR-like SVD iterations to each pair of small diagonal blocks from $B_{11}$ and $B_{23}$ corresponding to each unreduced blocks in $B_{11} B_{23}^{T}$ to compute (2.8). The criterion for decoupling or deflation that we use is

$$
\begin{equation*}
\left|B_{23}(j, j+1)\right| \leq \varepsilon\left(\left|B_{23}(j, j)\right|+\left|B_{23}(j+1, j)\right|+\left|B_{23}(j+1, j+1)\right|\right), \tag{3.1}
\end{equation*}
$$

[^2]where $\varepsilon$ is the machine precision. With this criterion decoupling or deflation will cause an error in $B$ of order $\varepsilon\|B\|$.

We use the matrices $B_{11}, B_{23}$ with size $4 \times 4$ to illustrate one step of iteration. Initially $B_{11}$ is upper triangular, $B_{23}$ is lower Hessenberg and $B_{11} B_{23}^{T}$ is lower bidiagonal. Without the loss of generality we assume that $B_{11} B_{23}^{T}$ is unreduced. Let $\delta>0$ be a shift ${ }^{3}$. Let $A$ be the leading $2 \times 2$ principal sub-matrix of $B_{11} B_{23}^{T} B_{23} B_{11}^{T}$. We first determine a Givens matrix $G_{1} \in \mathcal{G}(1,2)$, in which the leading $2 \times 2$ principal sub-matrix is a Givens rotation that transforms $A-\delta I$ to an upper triangular form. Perform $G_{1}$ on the rows of $B_{11}$ :

$$
B_{11}=\left[\begin{array}{llll}
x & x & x & x \\
\otimes & x & x & x \\
0 & 0 & x & x \\
0 & 0 & 0 & x
\end{array}\right]
$$

where " $\otimes$ " denotes an unwanted nonzero element. Now the product becomes

$$
B_{11} B_{23}^{T}=\left[\begin{array}{cccc}
x & \otimes & 0 & 0 \\
x & x & 0 & 0 \\
0 & x & x & 0 \\
0 & 0 & x & x
\end{array}\right]
$$

Perform a Givens transformation $W_{1} \in \mathcal{G}(1,2)$ on the columns of $B_{11}$ to annihilate $B_{11}(2,1)$ and perform it also on the columns of $B_{23}$ :

$$
B_{11}=\left[\begin{array}{llll}
x & x & x & x \\
0 & x & x & x \\
0 & 0 & x & x \\
0 & 0 & 0 & x
\end{array}\right], \quad B_{23}=\left[\begin{array}{llll}
x & x & 0 & 0 \\
x & x & x & 0 \\
x & x & x & x \\
x & x & x & x
\end{array}\right]
$$

This transformation does not change the pattern of $B_{11} B_{23}^{T}$. Next we determine a Givens matrix $S_{1} \in \mathcal{G}(1,2)$ to annihilate $\left(B_{11} B_{23}^{T}\right)(1,2)$. (Again, in order to construct $S_{1}$ we need to compute $\left(B_{11} B_{23}^{T}\right)(1,1: 2)$.) Perform $S_{1}$ on the rows of $B_{23}$ :

$$
B_{23}=\left[\begin{array}{llll}
x & x & \otimes & 0 \\
x & x & x & 0 \\
x & x & x & x \\
x & x & x & x
\end{array}\right]
$$

and now

$$
B_{11} B_{23}^{T}=\left[\begin{array}{cccc}
x & 0 & 0 & 0 \\
x & x & 0 & 0 \\
\otimes & x & x & 0 \\
0 & 0 & x & x
\end{array}\right]
$$

To annihilate $\left(B_{11} B_{23}^{T}\right)(3,1)$ we first perform a Givens transformation $W_{2} \in \mathcal{G}(2,3)$ on the columns of $B_{23}$ to annihilate $B_{23}(1,3)$. Perform $W_{2}$ also on the columns of

[^3]$B_{11}$ :
\[

B_{11}=\left[$$
\begin{array}{llll}
x & x & x & x \\
0 & x & x & x \\
0 & \otimes & x & x \\
0 & 0 & 0 & x
\end{array}
$$\right], \quad B_{23}=\left[$$
\begin{array}{llll}
x & x & 0 & 0 \\
x & x & x & 0 \\
x & x & x & x \\
x & x & x & x
\end{array}
$$\right]
\]

Then we perform a Givens transformation $G_{2} \in \mathcal{G}(2,3)$ on the rows of $B_{11}$ to annihilate $B_{11}(3,2)$ :

$$
B_{11}=\left[\begin{array}{cccc}
x & x & x & x \\
0 & x & x & x \\
0 & 0 & x & x \\
0 & 0 & 0 & x
\end{array}\right]
$$

At this stage

$$
B_{11} B_{23}^{T}=\left[\begin{array}{cccc}
x & 0 & 0 & 0 \\
x & x & \otimes & 0 \\
0 & x & x & 0 \\
0 & 0 & x & x
\end{array}\right]
$$

So $\left(B_{11} B_{23}^{T}\right)(3,1)$ has been annihilated and the bulge has been chased to the $(2,3)$ place. In a similar way we can chase the bulge down-rightwards until it disappears. The rest of the reductions are illustrated by the following displays, where $B_{11}$ and $B_{23}$ are displayed simultaneously, the Givens transformation $G_{j} \in \mathcal{G}(j, j+1)$ operates only on the rows of $B_{11}, S_{j} \in \mathcal{G}(j, j+1)$ operates only on the rows of $B_{23}$, and $W_{j} \in \mathcal{G}(j, j+1)$ operates on the columns of both $B_{11}$ and $B_{23}$.

$$
\begin{aligned}
& {\left[\begin{array}{llll}
x & x & x & x \\
0 & x & x & x \\
0 & 0 & x & x \\
0 & 0 & 0 & x
\end{array}\right], \quad\left[\begin{array}{llll}
x & x & 0 & 0 \\
x & x & x & 0 \\
x & x & x & x \\
x & x & x & x
\end{array}\right] \xrightarrow{S_{2}}\left[\begin{array}{llll}
x & x & x & x \\
0 & x & x & x \\
0 & 0 & x & x \\
0 & 0 & 0 & x
\end{array}\right],\left[\begin{array}{llll}
x & x & 0 & 0 \\
x & x & x & \otimes \\
x & x & x & x \\
x & x & x & x
\end{array}\right]} \\
& \xrightarrow{W_{3}}\left[\begin{array}{llll}
x & x & x & x \\
0 & x & x & x \\
0 & 0 & x & x \\
0 & 0 & \otimes & x
\end{array}\right], \quad\left[\begin{array}{llll}
x & x & 0 & 0 \\
x & x & x & 0 \\
x & x & x & x \\
x & x & x & x
\end{array}\right] \xrightarrow{G_{3}}\left[\begin{array}{llll}
x & x & x & x \\
0 & x & x & x \\
0 & 0 & x & x \\
0 & 0 & 0 & x
\end{array}\right], \quad\left[\begin{array}{llll}
x & x & 0 & 0 \\
x & x & x & 0 \\
x & x & x & x \\
x & x & x & x
\end{array}\right] \\
& \xrightarrow{S_{3}}\left[\begin{array}{llll}
x & x & x & x \\
0 & x & x & x \\
0 & 0 & x & x \\
0 & 0 & 0 & x
\end{array}\right], \quad\left[\begin{array}{llll}
x & x & 0 & 0 \\
x & x & x & 0 \\
x & x & x & x \\
x & x & x & x
\end{array}\right]
\end{aligned}
$$

We have finished one step of iteration.
We now check the super-diagonal elements of $B_{23}$. If some of them satisfy (3.1) we replace them by zero and decouple or deflate $B_{11} B_{23}^{T}$. We then run another step of iteration on $B_{11}$ and $B_{23}$ or a pair of diagonal blocks from them. Repeat the iterations and finally $B_{23}$ becomes lower triangular and we have (2.8).

The algorithm costs about 2 to 3 times as much as the QR -like algorithm applied to the explicit product $B J B^{T}$.
4. General case. For a general matrix $B \in \mathbb{R}^{n \times 2 m}$ additional work needs to be done. If rank $B<n$, initially we need to compute a factorization

$$
B=Q_{0}\left[\begin{array}{c}
B_{0}  \tag{4.1}\\
0
\end{array}\right]
$$

where $Q_{0}$ is orthogonal and $B_{0}$ is of full row rank. This can be done by the QR factorization with column pivoting method ([6]), the rank-revealing QR ([7]), or the SVD algorithm ([11, Sec.8.6]).

Next we apply the reduction process to $B_{0}$. But now we have to modify the above reduction process slightly. The reason is that even $B_{0}$ is of full row rank the product $B_{0} J B_{0}^{T}$ may be singular. In this case at certain stage of reductions some diagonal elements of block $B_{11}$ or $B_{23}$ will be zero and we need to deflate the zero eigenvalues of $B_{0} J B_{0}^{T}$. Because of this, we have to reduce matrix $B_{0}$ to a more generalized condensed form

$$
Q_{2}^{T} B_{0} U_{2}=\begin{gather*}
p  \tag{4.2}\\
p \\
p
\end{gather*}\left(\begin{array}{cccccc}
B_{11} & B_{12} & m-p-q & p & q & m-p-q \\
0 & B_{22} & 0 & B_{14} & B_{15} & B_{16} \\
0 & 0 & 0 & B_{24} & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where $Q_{2}$ is orthogonal, $U_{2}$ is orthogonal symplectic, $B_{11}, B_{22}$ are nonsingular and upper triangular, $B_{34}$ is nonsingular and lower triangular, $B_{11} B_{34}^{T}$ is upper bidiagonal, and

$$
Q_{2}^{T} B_{0} J B_{0} Q_{2}=\begin{gather*}
p  \tag{4.3}\\
q \\
p
\end{gather*}\left(\begin{array}{ccc}
p & q & p \\
0 & 0 & B_{11} B_{34}^{T} \\
0 & 0 & 0 \\
-B_{34} B_{11}^{T} & 0 & 0
\end{array}\right) .
$$

The reduction procedure will be illustrated below. We then apply the same iteration procedure described in subsection 3.2 to $B_{11}, B_{34}$ to compute

$$
R_{11}=Z_{1}^{T} B_{11} W, \quad R_{34}=Z_{2}^{T} B_{34} W
$$

where $Z_{1}, Z_{2}, W$ are orthogonal, $R_{11}$ is upper triangular, $R_{34}$ is lower triangular and $\Delta:=R_{11} R_{34}^{T}$ is positive diagonal. Similarly, combining them with (4.2) and (4.1) we can determine the orthogonal matrix $Q$ and the orthogonal symplectic matrix $U$ to obtain the generalized version of (2.4),

$$
Q^{T} B U=\begin{aligned}
& p \\
& p \\
& p \\
& n-2 p-q
\end{aligned}\left(\begin{array}{cccccc}
p & q & m-p-q & p & q & m-p-q \\
R_{11} & R_{12} & R_{13} & R_{14} & R_{15} & R_{16} \\
0 & R_{22} & 0 & R_{24} & 0 & 0 \\
0 & 0 & 0 & R_{34} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

Let $\Sigma=\sqrt{\Delta}$. The symplectic matrix $S$ can be computed by the formula
$U\left[\begin{array}{ccc|ccc}X & -X\left(R_{12}^{T} \Sigma^{-1}\right)^{T} & -X\left(R_{13}^{T} \Sigma^{-1}\right)^{T} & -R_{14}^{T} \Sigma^{-1} & -X\left(R_{15}^{T} \Sigma^{-1}\right)^{T} & -X\left(R_{16}^{T} \Sigma^{-1}\right)^{T} \\ 0 & I & 0 & -R_{15}^{T} \Sigma^{-1} & 0 & 0 \\ 0 & 0 & I & -R_{16}^{T} \Sigma^{-1} & 0 & 0 \\ \hline 0 & 0 & 0 & R_{11}^{T} \Sigma^{-1} & 0 & 0 \\ 0 & 0 & 0 & R_{12}^{T} \Sigma^{-1} & I & 0 \\ 0 & 0 & 0 & R_{13}^{T} \Sigma^{-1} & 0 & I\end{array}\right]$,
where $X=R_{34}^{T} \Sigma^{-1}$. Finally we have the SVD-like decomposition

$$
Q^{T} B S=\begin{aligned}
& p \\
& q \\
& p \\
& n-2 p-q
\end{aligned}\left(\begin{array}{cccccc}
p & q & m-p-q & p & q & m-p-q \\
\Sigma & 0 & 0 & 0 & 0 & 0 \\
0 & R_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \Sigma & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

(If necessary one can multiply the symplectic matrix $\operatorname{diag}\left(I, R_{22}^{-1}, I ; I, R_{22}^{T}, I\right)$ from the right to replace $R_{22}$ by $I$.)
In the following we will show the reduction procedure for computing the condensed form (4.2). The procedure consists of two steps. In step 1 we will reduce $B_{0}$ to

$$
Q_{2}^{T} B_{0} \tilde{U}_{2}=\begin{gather*}
p  \tag{4.4}\\
p \\
p
\end{gather*}\left(\begin{array}{cccccl}
B_{11} & m-p-q & q & p & m-p-q & q \\
0 & 0 & B_{13} & B_{14} & B_{15} & 0 \\
0 & 0 & B_{23} & 0 & 0 & 0 \\
B_{33} & B_{34} & 0 & 0
\end{array}\right),
$$

where $Q_{2}$ is orthogonal, $\tilde{U}_{2}$ is orthogonal symplectic, $B_{11}, B_{23}$ are nonsingular and upper triangular, and $B_{34}$ is nonsingular and lower triangular, such that $Q_{2}^{T}\left(B_{0} J B_{0}^{T}\right) Q_{2}$ has the bidiagonal-like form (4.3). In step 2 we will only perform orthogonal symplectic transformations on the columns to transform (4.4) to (4.2). Note step 2 does not change the bidiagonal-like form of $Q_{2}^{T}\left(B_{0} J B_{0}^{T}\right) Q_{2}$.

Let us describe step 1 in an inductive way. Suppose that at certain stage we have reduced $B_{0}$ to

$$
\begin{aligned}
& B_{0}=\begin{array}{c}
p \\
q \\
r
\end{array}\left(\begin{array}{cccccc}
j & m-j-q & q & j & m-j-q & q \\
B_{11} & B_{12} & B_{13} & B_{14} & B_{15} & 0 \\
0 & 0 & B_{23} & 0 & 0 & 0 \\
0 & B_{32} & B_{33} & B_{34} & B_{35} & 0
\end{array}\right)
\end{aligned}
$$

and

$$
B_{0} J B_{0}=\begin{gather*}
j  \tag{4.6}\\
j \\
\\
j \\
j \\
r-j \\
r-j
\end{gather*}\left(\begin{array}{ccccc}
0 & 0 & 0 & j & * \\
0 & \square & 0 & 0 & \square \\
0 & 0 & 0 & 0 & 0 \\
* & 0 & 0 & 0 & 0 \\
* & 0 & 0 & \square
\end{array}\right)
$$

where $r=p$ or $p+1, j \leq p$. (Initially we partition $B_{0}$ to the block form with $j=q=0$, and $r=p$ if $B_{0}$ has $2 p$ (even) rows or $r=p+1$ if $B_{0}$ has $2 p+1$ (odd) rows.) Note in (4.5) when $j=p=r$ it is just (4.4) and we have done.

When $j \leq p$ as did in subsection 3.1 we first perform orthogonal symplectic transformations on the columns of $B_{0}$ to annihilate $B_{0}(p+q+j+1, j+1: m-q)$ and $B_{0}(p+q+j+1, m+j+2: 2 m-q)$, and then perform a Householder transformation on the rows of $B_{0}$ to annihilate $B_{0}(j+2: p, j+1)$ and $B_{0}(p+q+j+2: p+q+r, j+1)$. After this step we have two cases.
a. $B_{0}(j+1, j+1) \neq 0$. We determine another Householder matrix to annihilate the elements from $j+2$ to $p$ and from $p+q+j+3$ to $p+q+r$ on the $(j+1)$ th column/row of $B_{0} J B_{0}^{T}$. Pre-multiply $B_{0}$ by this Householder matrix. Then $B_{0}$ and $B_{0} J B_{0}^{T}$ again have the block forms (4.5) and (4.6) respectively, but $j:=j+1$. We have done one step of regular reduction as in subsection 3.1.
b. $B_{0}(j+1, j+1)=0$. We need to deflate the zero eigenvalue of $B_{0} J B_{0}^{T}$. We have two sub-cases: (b1) $r=p+1$, (b2) $r=p$.
For the first sub-case the deflation is illustrated by a matrix with $j=2, p=4$, $r=5, q=2$ and $m=8$ :

$$
B_{0}=\left[\begin{array}{ll|llll|ll|ll|llll|ll}
x & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & \mathbf{0} & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0
\end{array}\right] ;
$$

and

$$
B_{0} J B_{0}^{T}=\left[\begin{array}{cccc|cc|ccccc}
0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 \\
0 & 0 & 0 & x & 0 & 0 & 0 & 0 & \mathbf{0} & x & x \\
0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & x & x \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & x & \mathbf{0} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & x \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & x & 0
\end{array}\right] .
$$

For the explicit product we can perform a sequence of Givens transformations $G_{1} \in \mathcal{G}(8,9)$ and $G_{2} \in \mathcal{G}(7,8)$ on both the columns and rows to annihilate $\left(B_{0} J B_{0}^{T}\right)(2,8),\left(B_{0} J B_{0}^{T}\right)(1,7)$, and $\left(B_{0} J B_{0}^{T}\right)(8,2),\left(B_{0} J B_{0}^{T}\right)(7,1)$. With re-
partitioning we again have the form (4.6) but with $q=3$ :

$$
B_{0} J B_{0}^{T}=\left[\begin{array}{cccc|ccc|cccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0  \tag{4.7}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 \\
0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & x & x \\
0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & x & x \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & x \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & x & 0
\end{array}\right] .
$$

The corresponding implicit version is as follows. We first perform a sequence of the second type symplectic Givens transformations $U_{1} \in \mathcal{G}_{2}^{s}(2,3), U_{2} \in$ $\mathcal{G}_{2}^{s}(1,2)$ on the columns of $B_{0}$ to annihilate $B_{0}(2,2)$ and $B_{0}(1,1)$ :

$$
B_{0}=\left[\begin{array}{ll|llll|ll|ll|llll|ll}
0 & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & \otimes & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & \otimes & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0
\end{array}\right] ;
$$

Then perform Givens transformations $G_{1} \in \mathcal{G}(8,9)$ and $G_{2} \in \mathcal{G}(7,8)$ on the rows of $B_{0}$ to annihilate the unwanted elements $B_{0}(8,11)$ and $B_{0}(7,10)$ :

$$
B_{0}=\left[\begin{array}{ll|llll|ll|ll|llll|ll}
0 & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0
\end{array}\right] .
$$

Now by using the pattern of $B_{0}$ one can see that $B_{0} J B_{0}^{T}$ has the form (4.7). To transform $B_{0}$ back to the block form (4.5) next we perform a symplectic permutation $P_{1} \in \mathcal{P}_{1}^{s}$ to move the columns 1 and 9 of $B_{0}$ to columns 6 and 14 respectively. Then perform a symplectic permutation $P_{2} \in \mathcal{P}_{2}^{s}(6)$ to
interchange the columns 6 and 14. With re-partitioning:

$$
B_{0}=\left[\begin{array}{ll|lll|lll|ll|lll|lll}
x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0
\end{array}\right] .
$$

Note these permutations do not change the form of $B_{0} J B_{0}^{T}$. To maintain the block $B_{23}$ in upper triangular form we perform a row permutation to move row 7 to row 5:

$$
B_{0}=\left[\begin{array}{ll|lll|lll|ll|llll|ll}
x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 & 0
\end{array}\right] .
$$

Then again $B_{0}$ and $B_{0} J B_{0}^{T}$ have the forms (4.5) and (4.6) respectively, but now $r:=r-1$ and $q:=q+1$.
For the second sub-case the reduction procedure is illustrated by a matrix with $j=2, p=5, r=5, q=1$ and $m=8$ :

$$
B_{0}=\left[\begin{array}{ll|lllll|l|ll|lllll|l}
x & x & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 \\
0 & x & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 \\
0 & 0 & \mathbf{0} & x & x & x & x & x & x & x & x & x & x & x & x & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 \\
0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0
\end{array}\right] ;
$$

and

$$
B_{0} J B_{0}^{T}=\left[\begin{array}{ccccc|c|ccccc}
0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 \\
0 & 0 & 0 & x & x & 0 & 0 & 0 & \mathbf{0} & x & x \\
0 & 0 & x & 0 & x & 0 & 0 & 0 & 0 & x & x \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & x & x \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & x & \mathbf{0} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & x \\
0 & 0 & x & x & x & 0 & 0 & 0 & 0 & x & 0
\end{array}\right] .
$$

Proceeding the analogous transformations as in the first sub-case, until the row permutation step, we can obtain

$$
B_{0}=\left[\begin{array}{ll|llll|ll|ll|llll|ll}
x & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0
\end{array}\right] ;
$$

and

$$
B_{0} J B_{0}^{T}=\left[\begin{array}{ccccc|cc|cccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 \\
0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & x & x \\
0 & 0 & x & 0 & x & 0 & 0 & 0 & 0 & x & x \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & x & x \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & x \\
0 & 0 & x & x & x & 0 & 0 & 0 & 0 & x & 0
\end{array}\right] .
$$

To maintain the block $B_{23}$ in upper triangular form and to maintain the condition $r \geq p$ we first perform a permutation to move the 5 th row of $B_{0}$ to
the bottom and then perform another permutation to move row 6 to row 5 :

$$
B_{0}=\left[\begin{array}{ll|llll|ll|ll|llll|ll}
x & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & x & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x & 0 & 0
\end{array}\right] ;
$$

and

$$
B_{0} J B_{0}^{T}=\left[\begin{array}{cccc|cc|ccccc}
0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 \\
0 & 0 & 0 & x & 0 & 0 & 0 & 0 & x & x & x \\
0 & 0 & x & 0 & 0 & 0 & 0 & 0 & x & x & x \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & x & x \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & x & 0 & x \\
0 & 0 & x & x & 0 & 0 & 0 & 0 & x & x & 0
\end{array}\right] .
$$

Now $B_{0}$ and $B_{0} J B_{0}^{T}$ have the forms (4.5) and (4.6) respectively but $p:=p-1$ and $q:=q+1$.
Because $B_{0}$ is of full row rank, the sub-matrix consisting of the 3rd and 4th block rows in (4.5) must be of full row rank. Then both $B_{23}$ and the $(1,1)$ block of $B_{34}$ (in lower triangular form) must be nonsingular. Hence during the reductions no diagonal element in $B_{34}$ will be zero, and for deflation we only need to check the diagonal elements of $B_{11}$. In practice if $B_{11}(j, j)$ satisfies

$$
\left|B_{11}(j, j)\right|<\varepsilon\|B\|
$$

we set it to zero and perform the deflation step described in case b.
Repeat above reduction process we will get (4.4).
We now perform a sequence of orthogonal symplectic transformations to transform (4.4) to (4.2). This is illustrated in the case when $p=2, q=3$ and $m=6$ :

$$
B_{0}=\left[\begin{array}{ll|l|lll|ll|l|lll}
x & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
0 & x & x & x & x & x & x & x & x & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Perform the third type symplectic Givens transformations $G_{1} \in \mathcal{G}_{3}^{s}(1,4), G_{2} \in \mathcal{G}_{3}^{s}(2,4)$ on the columns of $B_{0}$ to annihilate $B_{0}(6: 7,4)$ :

$$
B_{0}=\left[\begin{array}{ll|l|lll|ll|l|lll}
x & x & x & x & x & x & x & x & x & x & 0 & 0 \\
0 & x & x & x & x & x & x & x & x & x & 0 & 0 \\
\hline 0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0
\end{array}\right] .
$$

In the same way we can annihilate $B_{0}(6: 7,5)$ and $B_{0}(6: 7,6)$ :

$$
B_{0}=\left[\begin{array}{cc|c|ccc|cc|c|ccc}
x & x & x & x & x & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x & x & x & x & x \\
\hline 0 & 0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & x & x & x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x & x & x & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Finally perform a symplectic permutation $P \in \mathcal{P}_{1}^{s}$ to move columns 3 and 9 to columns 6 and 12 respectively. We have the form (4.2),

$$
B_{0}=\left[\begin{array}{ll|lll|l|ll|lll|l}
x & x & x & x & x & x & x & x & x & x & x & x \\
0 & x & x & x & x & x & x & x & x & x & x & x \\
\hline 0 & 0 & x & x & x & 0 & x & x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x & x & 0 & x & x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x & 0 & x & x & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & x & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x & x & 0 & 0 & 0 & 0
\end{array}\right] .
$$

5. Error analysis. We only give an error analysis about the eigenvalues. We will provide the first order perturbation bound for a simple nonzero eigenvalue of $J B^{T} B$ or $B^{T} J B$. We will then use the perturbation bound to give the relative error bound for the computed eigenvalues.
5.1. Perturbation about eigenvalues. All nonzero eigenvalues of $B J B^{T}$ and $J B B^{T}$ are purely imaginary and they are in conjugate pairs. For real perturbations the perturbation results for both eigenvalues in a conjugate pair are the same. For this reason in the following we only consider the eigenvalues $i \lambda$ with $\lambda>0$.

Suppose that $i \lambda$ is a simple nonzero eigenvalue of $B J B^{T}$ and $x$ is a corresponding unit norm eigenvector. Define another unit norm vector

$$
y=\frac{J B^{T} x}{\beta}
$$

with $\beta=\left\|J B^{T} x\right\|$. Pre-multiplying the equation by $J B^{T} B$ we have

$$
J B^{T} B y=i \lambda y .
$$

Hence $y$ is a unit norm eigenvector of $J B^{T} B$ corresponding to $i \lambda$. By using the conjugate transpose of above equation we have

$$
(J y)^{*}\left(J B^{T} B\right)=i \lambda(J y)^{*} .
$$

So $J y$ is a unit norm left-eigenvector of $J B^{T} B$. The relation between $x, y$ is summarized as follows.

$$
\begin{equation*}
B y=i \alpha x, \quad J B^{T} x=\beta y \tag{5.1}
\end{equation*}
$$

where $\alpha=\frac{\lambda}{\beta}$. Taking conjugate transpose of the second equation in (5.1) and postmultiplying it by Jy,

$$
\beta y^{*} J y=x^{*} B y
$$

Pre-multiplying the first equation in (5.1) by $x^{*}$,

$$
x^{*} B y=i \alpha
$$

The reciprocal of the condition number of $i \lambda$ corresponding to the matrix $J B^{T} B$ is $\kappa=\left|(J y)^{*} y\right|=\left|y^{*} J y\right|$. Combining above two equations

$$
\begin{equation*}
\kappa=\frac{\alpha}{\beta} \tag{5.2}
\end{equation*}
$$

Since $\kappa \leq 1$ we have $\alpha \leq \beta$. Because $\lambda=\alpha \beta$ and $\beta=\left\|J B^{T} x\right\| \leq\|B\|$, we have

$$
\begin{equation*}
\frac{\lambda}{\|B\|}<\alpha \leq \sqrt{\lambda} \leq \beta \leq\|B\| \tag{5.3}
\end{equation*}
$$

The first order perturbation bound is given in the following lemma.
Lemma 5.1. Suppose that $i \lambda(\lambda>0)$ is a simple eigenvalue of $B J B^{T}$ and $J B^{T} B$, and $x, y$ are the corresponding unit norm eigenvectors with respect to $B J B^{T}$ and $J B^{T} B$ respectively, satisfying (5.1). Let $E$ be a real perturbation matrix and let $\hat{B}=B+E$. When $\|E\|$ is sufficiently small both matrices $\hat{B} J \hat{B}^{T}$ and $J \hat{B}^{T} \hat{B}$ have a purely imaginary eigenvalue $i \hat{\lambda}$ such that

$$
\left|\frac{i \hat{\lambda}-i \lambda}{i \lambda}\right|=\left|\frac{2 \operatorname{Im}\left(y^{*} E x\right)}{\alpha}\right|+O\left(\|E\|^{2}\right) \leq \frac{2\|E\|}{\alpha}+O\left(\|E\|^{2}\right)
$$

Proof. It follows from the result in [4] for a formal matrix product.
5.2. Error analysis. Again we only consider the case that $B J B^{T}$ is nonsingular. The general case can be analyzed in the same way. Because of round-off error, the algorithm in section 2 actually computes a block upper triangular matrix $R$ satisfying

$$
R=\left[\begin{array}{cc}
R_{1} & R_{2} \\
0 & R_{3}
\end{array}\right]=\left[\begin{array}{cccc}
R_{11} & R_{12} & R_{13} & R_{14} \\
0 & 0 & R_{23} & 0
\end{array}\right]=Q^{T}(B+E) U
$$

where $Q$ is orthogonal, $U$ is orthogonal symplectic, $E$ is an error matrix satisfying $\|E\| \leq c \varepsilon\|B\|$ for some constant $c$. Suppose that $i \lambda(\lambda>0)$ is a simple eigenvalue of $B J B^{T}$ and $J B^{T} B$ with unit norm eigenvectors $x, y$ satisfying (5.1). When $\|E\|$ is sufficiently small by Lemma 5.1 there is an eigenvalue $i \hat{\lambda}$ of $R J R^{T}$ and $J R^{T} R$ such that

$$
\begin{equation*}
\left|\frac{i \hat{\lambda}-i \lambda}{i \lambda}\right|=\frac{2\left|\operatorname{Im}\left(y^{*} E x\right)\right|}{\alpha}+O\left(\|E\|^{2}\right) \leq 2 c \varepsilon \frac{\|B\|}{\alpha}+O\left(\varepsilon^{2}\right) \tag{5.4}
\end{equation*}
$$

However, the eigenvalues computed by the algorithm are $\pm i \delta_{1}, \ldots, \pm i \delta_{p}$, where $\delta_{1}, \ldots, \delta_{p}$ are the diagonal elements of $R_{11} R_{23}^{T}$. Because of bound-off error the product $R J R^{T}$ is not exactly in the Schur-like form. By a straightforward analysis it satisfies

$$
R J R^{T}=\left[\begin{array}{cc}
0 & \Delta  \tag{5.5}\\
-\Delta & 0
\end{array}\right]+\left[\begin{array}{cc}
F_{11} & F_{12} \\
-F_{12}^{T} & 0
\end{array}\right]=: \Gamma+F,
$$

where $\Delta=\operatorname{diag}\left(\delta_{1}, \ldots, \delta_{p}\right), F_{12}$ is strictly upper triangular, $F_{11}=-F_{11}^{T}$, and $\|F\| \leq$ $d \varepsilon\|B\|^{2}$ for some constant $d$. So the computed eigenvalues are the exact ones of $\Gamma$ and $i \hat{\lambda}$ in (5.4) is an eigenvalue of $\Gamma+F$. When $\|F\|$ is sufficiently small applying the perturbation result ([16, Sec.4.2.2],[11, Sec.7.2.2]) to $\Gamma+F$, for $i \hat{\lambda}$ there is an eigenvalue of $\Gamma$, say $i \delta_{k}$, such that

$$
\left|i \hat{\lambda}-i \delta_{k}\right|=\left|z^{*} F z\right|+O\left(\|F\|^{2}\right)
$$

where $z=\frac{\sqrt{2}}{2}\left(e_{k}+i e_{p+k}\right)$ is the unit norm eigenvector of $i \delta_{k}$, (which is obvious from the structure of $\Gamma$ ). Because $F_{11}$ is real skew-symmetric and $F_{12}$ is strictly upper triangular,

$$
z^{*} F z=\frac{1}{2}\left(e_{k}^{*} F_{11} e_{k}+2 i e_{k}^{*} F_{12} e_{k}\right)=0 .
$$

Hence $\left|i \hat{\lambda}-i \delta_{k}\right|=O\left(\varepsilon^{2}\right)$. Combining it with (5.4) we have error bound for $i \delta_{k}$,

$$
\begin{equation*}
\left|\frac{i \delta_{k}-i \lambda}{i \lambda}\right|=\frac{2\left|\operatorname{Im}\left(y^{*} E x\right)\right|}{\alpha}+O\left(\varepsilon^{2}\right) \leq 2 c \varepsilon \frac{\|B\|}{\alpha}+O\left(\varepsilon^{2}\right) . \tag{5.6}
\end{equation*}
$$

For comparison we also give the error bounds for the eigenvalues computed by the numerically backward stable methods working on the explicit product $B J B^{T}$ or $J B^{T} B$. For both matrices explicitly forming the product will introduce an error matrix of order $\varepsilon\|B\|^{2}$. During the computations another error matrix will be introduced. Here for both matrices $J B^{T} B$ and $B J B^{T}$ we assume that the error matrix is of order $\varepsilon\|B\|^{2}$. (This is true for matrix $J B^{T} B$. But for matrix $B J B^{T}$ the order is $\varepsilon\left\|B J B^{T}\right\|$, which can be much smaller than $\varepsilon\|B\|^{2}$.) With standard perturbation analysis ([16, Sec.4.2.2], [11, Sec.7.2.2]), and by using the equality $\lambda=\alpha \beta$ and (5.2), for the simple eigenvalue $i \lambda$, the methods working on $B J B^{T}$ give an eigenvalue $i \hat{\lambda}_{s}$ satisfying

$$
\begin{equation*}
\left|\frac{i \hat{\lambda}_{s}-i \lambda}{i \lambda}\right| \leq c_{s} \varepsilon \frac{\|B\|^{2}}{\lambda}+O\left(\varepsilon^{2}\right)=\left(c_{s} \varepsilon \frac{\|B\|}{\alpha}\right) \frac{\|B\|}{\beta}+O\left(\varepsilon^{2}\right) \tag{5.7}
\end{equation*}
$$

for some constant $c_{s}$. The methods working on $J B^{T} B$ give an eigenvalue $i \hat{\lambda}_{h}$ satisfying

$$
\begin{equation*}
\left|\frac{i \hat{\lambda}_{h}-i \lambda}{i \lambda}\right| \leq c_{h} \varepsilon \frac{\|B\|^{2}}{\lambda \kappa}+O\left(\varepsilon^{2}\right)=\left(c_{h} \varepsilon \frac{\|B\|}{\alpha}\right) \frac{\|B\|}{\alpha}+O\left(\varepsilon^{2}\right) \tag{5.8}
\end{equation*}
$$

for some constant $c_{h}$. $\operatorname{By}$ (5.3),

$$
\frac{\|B\|}{\alpha} \geq \frac{\|B\|}{\beta} \geq 1
$$

So in general among three bounds (5.6) is the smallest and (5.8) is biggest. When $\alpha$ or $\beta$ is small, $\|B\| / \alpha$ or $\|B\| / \beta$ can be much bigger than 1 . Since $\lambda=\alpha \beta$, this means that our method can compute tiny eigenvalues more accurately.
6. Numerical examples. We tested and compared the following numerical methods for computing the eigenvalues of the matrices $B J B^{T}$ and $J B^{T} B$.
SSVD The SVD-like method presented in this paper.
CSVD The SVD-like method applied to the matrix $L^{T}$, where $L$ is the Cholesky factor computed from the explicitly formed matrix $A:=B^{T} B$.
SQR QR method (bidiagonal-like reduction plus SVD) for $B J B^{T}$.
JAC Jacobi method ([15]) for $B J B^{T}$.
HAM Hamiltonian method $([2,3])$ for $J B^{T} B$.
All tests were done on a Dell PC with a Pentium-IV processor. All computations were performed in Matlab version 6.1 with machine precision $\varepsilon \approx 2.22 \times 10^{-16}$.

Example 1.

$$
B=Q\left[\begin{array}{cc}
T^{5} & 0 \\
0 & T^{5}
\end{array}\right]
$$

where

$$
T=\left[\begin{array}{lllll}
2 & 1 & & & \\
1 & 2 & 1 & & \\
& 1 & 2 & 1 & \\
& & 1 & 2 & 1 \\
& & & 1 & 2
\end{array}\right]
$$

and $Q=5 I_{10}-e e^{T}$ with $e=\left[\begin{array}{lll}1 & \ldots & 1\end{array}\right]^{T} .(Q / 5$ is a Householder matrix. $)\|B\|=$ $3.62 \times 10^{3},\left\|B J B^{T}\right\|=\left\|J B^{T} B\right\|=\|B\|^{2}=1.31 \times 10^{7}$.

This example is supposed to test the numerical behavior when no cancellation occurs in forming the product $B J B^{T}$. Note

$$
B J B^{T}=Q\left[\begin{array}{cc}
0 & T^{10} \\
-T^{10} & 0
\end{array}\right] Q^{T}, \quad J B^{T} B=25\left[\begin{array}{cc}
0 & T^{10} \\
-T^{10} & 0
\end{array}\right]
$$

Both matrices have exact eigenvalues $\pm i 25[2 \cos (k \pi / 12)]^{20}(k=1, \ldots, 5)$. Since all elements of $B$ are integers, no round-off error is introduced in forming the products $B J B^{T}$ and $J B^{T} B$.

The exact eigenvalues and the relative errors of computed eigenvalues are reported in Table 6.1.

Table 6.1
Example 1: Exact eigenvalues and relative errors.

| eigenvalue | rel $_{S S V D}$ | rel $_{C S V D}$ | rel $_{S Q R}$ | rel $_{J A C}$ | $r e l_{H A M}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\pm i 4.77 \times 10^{-5}$ | $4.0 \times 10^{-12}$ | $4.7 \times 10^{-7}$ | $2.9 \times 10^{-6}$ | $1.2 \times 10^{-6}$ | $6.0 \times 10^{-6}$ |
| $\pm i 2.50 \times 10^{1}$ | $3.8 \times 10^{-15}$ | $4.2 \times 10^{-12}$ | $6.0 \times 10^{-12}$ | $2.9 \times 10^{-12}$ | $4.6 \times 10^{-12}$ |
| $\pm i 2.56 \times 10^{4}$ | $2.0 \times 10^{-15}$ | $2.0 \times 10^{-15}$ | $9.2 \times 10^{-15}$ | $3.6 \times 10^{-15}$ | $5.7 \times 10^{-15}$ |
| $\pm i 1.48 \times 10^{6}$ | $1.1 \times 10^{-15}$ | $1.4 \times 10^{-15}$ | $1.6 \times 10^{-15}$ | $1.6 \times 10^{-15}$ | $1.7 \times 10^{-15}$ |
| $\pm i 1.31 \times 10^{7}$ | $7.1 \times 10^{-16}$ | 0 | $1.4 \times 10^{-16}$ | $8.5 \times 10^{-16}$ | $5.7 \times 10^{-16}$ |

In this example for each eigenvalue $i \lambda, \alpha=\beta=\sqrt{\lambda}$ and $\kappa=1$. From Table 6.1 it is clear that SSVD gives eigenvalues with relative errors about $\frac{\|B\|}{\sqrt{\lambda}}$ times smaller than other methods. CSVD is basically the same as other methods. This is because that
computing the Cholesky factorization already introduced an error of order $O\left(\varepsilon\|B\|^{2}\right)$ to $A$.

We also computed the following quantities

$$
\begin{aligned}
& \operatorname{er}_{S}=\max \left\{\left\|S J S^{T}-J\right\|,\left\|S^{T} J S-J\right\|\right\}, \quad \operatorname{res}_{B}=\frac{\left\|Q D S^{-1}-B\right\|}{\|B\|} \\
& r e s_{J A}=\frac{\left\|S\left(J D^{T} D\right) S^{-1}-J B^{T} B\right\|}{\left\|J B^{T} B\right\|}, \quad r e s_{S C F}=\frac{\left\|J D^{T} D-S^{-1}\left(J B^{T} B\right) S\right\|}{\left\|J D^{T} D\right\|}
\end{aligned}
$$

where $Q D S^{-1}$ is the SVD-like decomposition of $B$. These quantities are used to measure the accuracy of the symplectic matrix $S$, the residual of the SVD-like decomposition of $B$, the residual of the canonical form of $J B^{T} B$, and the accuracy of the eigenvectors, respectively. The matrices $S$ and $D$ are computed as follows. With SSVD and CSVD, $S$ is computed by using (2.5) and $D=\operatorname{diag}(\Sigma, \Sigma)$. With SQR and JAC, after having got the Schur-like form

$$
B J B^{T}=Q\left[\begin{array}{cc}
0 & \Delta \\
-\Delta & 0
\end{array}\right] Q^{T}
$$

we set $D=\operatorname{diag}(\sqrt{\Delta}, \sqrt{\Delta})$. Let $Z:=D^{-1} Q^{T} B$. Then $B=Q D Z$ and

$$
Z J Z^{T}=D^{-1} Q^{T} B J B^{T} Q D^{-1}=D^{-1}\left[\begin{array}{cc}
0 & \Delta \\
-\Delta & 0
\end{array}\right] D^{-1}=J
$$

So we take $Z^{-1}$ as $S$. Since $Z$ is symplectic, $Z^{-1}=J Z^{T} J^{T}$. In practice we use the formula $S=J B^{T} Q D^{-1} J^{T}$ to compute $S$. The computed results are reported in Table 6.2. Both SQR and JAC give slightly smaller residuals res ${ }_{B}$ and res $\operatorname{ra}$.

Table 6.2
Example 1: Residuals and errors.

|  | $S S V D$ | $C S V D$ | $S Q R$ | $J A C$ |
| :--- | :---: | :---: | :---: | :---: |
| err $_{S}$ | $4.6 \times 10^{-13}$ | $4.0 \times 10^{-13}$ | $2.9 \times 10^{-6}$ | $1.2 \times 10^{-6}$ |
| res $_{B}$ | $1.3 \times 10^{-15}$ | - | $2.8 \times 10^{-16}$ | $8.9 \times 10^{-16}$ |
| res $_{J A}$ | $1.6 \times 10^{-15}$ | $1.3 \times 10^{-15}$ | $1.7 \times 10^{-16}$ | $3.2 \times 10^{-16}$ |
| res $_{S C F}$ | $2.1 \times 10^{-13}$ | $1.9 \times 10^{-13}$ | $3.5 \times 10^{-11}$ | $9.1 \times 10^{-11}$ |

But both SSVD and CSVD give much smaller $\operatorname{err}_{S}$, indicating that the matrix $S$ computed by SSVD and CSVD is more 'symplectic'.

Example 2.

$$
B=Q\left[\begin{array}{cc}
\Sigma & 0 \\
0 & \Sigma
\end{array}\right]\left(\left[\begin{array}{cc}
X & X \\
0 & X^{-1}
\end{array}\right] V^{T}\right)
$$

where $\Sigma=\operatorname{diag}(5,4,3,2,1)$ and $X=\operatorname{diag}(100,10,1,0.1,0.01) ; Q$ is a random orthogonal matrix and $V$ is a random orthogonal symplectic matrix. $\|B\|=7.07 \times 10^{2}$, $\|B\|^{2}=5.00 \times 10^{5}$.

This example is supposed to test the numerical behavior when big cancellation takes place in forming the product $B J B^{T}\left(\left\|B J B^{T}\right\|=25\right)$. The exact eigenvalues and the relative errors of the computed eigenvalues are reported in Table 6.3. For each eigenvalue $i \lambda$ the relative error bounds (5.6) - (5.8) are given in Table 6.4. (Here we set $c=c_{s}=c_{h}=1$.)

Table 6.3
Example 2: Exact eigenvalues and relative errors.

| eigenvalue | rel $_{S S V D}$ | rel $_{C S V D}$ | rel $_{S Q R}$ | rel $_{J A C}$ | rel $_{H A M}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\pm i$ | $6.9 \times 10^{-15}$ | $1.1 \times 10^{-10}$ | $2.7 \times 10^{-14}$ | $2.8 \times 10^{-14}$ | $5.8 \times 10^{-10}$ |
| $\pm 4 i$ | $1.2 \times 10^{-13}$ | $6.6 \times 10^{-9}$ | $8.0 \times 10^{-14}$ | $8.1 \times 10^{-14}$ | $1.5 \times 10^{-8}$ |
| $\pm 9 i$ | $5.3 \times 10^{-15}$ | $1.2 \times 10^{-13}$ | $2.0 \times 10^{-15}$ | $9.9 \times 10^{-16}$ | $2.2 \times 10^{-13}$ |
| $\pm 16 i$ | $2.8 \times 10^{-14}$ | $6.4 \times 10^{-13}$ | $3.4 \times 10^{-14}$ | $3.4 \times 10^{-14}$ | $4.9 \times 10^{-12}$ |
| $\pm 25 i$ | $1.6 \times 10^{-15}$ | $5.5 \times 10^{-12}$ | $1.3 \times 10^{-15}$ | $8.5 \times 10^{-16}$ | $1.5 \times 10^{-10}$ |

Table 6.4
Example 2: Relative error bounds.

| eigenvalue | $2 \varepsilon \frac{\\|B\\|}{\alpha}$ | $\varepsilon \frac{\\|B\\|^{2}}{\lambda}$ | $\varepsilon \frac{\\|B\\|^{2}}{\alpha^{2}}$ |
| :---: | :---: | :---: | :---: |
| $\pm i$ | $2.2 \times 10^{-11}$ | $1.1 \times 10^{-10}$ | $5.6 \times 10^{-7}$ |
| $\pm 4 i$ | $1.1 \times 10^{-12}$ | $2.8 \times 10^{-11}$ | $5.6 \times 10^{-9}$ |
| $\pm 9 i$ | $1.3 \times 10^{-13}$ | $1.2 \times 10^{-12}$ | $1.7 \times 10^{-10}$ |
| $\pm 16 i$ | $7.8 \times 10^{-13}$ | $6.9 \times 10^{-12}$ | $1.1 \times 10^{-8}$ |
| $\pm 25 i$ | $6.3 \times 10^{-12}$ | $4.4 \times 10^{-12}$ | $1.1 \times 10^{-6}$ |

Because for the Hamiltonian matrix $J B^{T} B$ its eigenvalues have relatively big condition numbers, HAM gives less accurate eigenvalues. Again, CSVD also gives less accurate eigenvalue because of the Cholesky factorization. Other three methods compute the eigenvalues with the same accuracy, as predicted by the error bounds. The residuals of the decompositions and $e r r_{S}, \operatorname{res}_{S C F}$ are reported in Table 6.5. In this example all these methods basically give the same results.

TABLE 6.5
Example 2: Residuals and errors.

|  | $S S V D$ | $C S V D$ | $S Q R$ | $J A C$ |
| :--- | :---: | :---: | :---: | :---: |
| err $_{S}$ | $8.8 \times 10^{-12}$ | $3.4 \times 10^{-11}$ | $3.2 \times 10^{-12}$ | $5.5 \times 10^{-13}$ |
| res $_{B}$ | $1.2 \times 10^{-15}$ | - | $3.8 \times 10^{-16}$ | $1.6 \times 10^{-15}$ |
| res $_{J A}$ | $1.3 \times 10^{-15}$ | $1.8 \times 10^{-15}$ | $2.1 \times 10^{-16}$ | $1.0 \times 10^{-15}$ |
| res $_{S C F}$ | $3.1 \times 10^{-9}$ | $6.5 \times 10^{-10}$ | $3.1 \times 10^{-9}$ | $3.1 \times 10^{-9}$ |

Example 3.

$$
B=Q\left[\begin{array}{ccc|ccc}
\Sigma & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & I_{2} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & \Sigma & 0 & 0
\end{array}\right] U^{T},
$$

where $\Sigma=\operatorname{diag}\left(10^{-4}, 10^{-2}, 1,10^{2}\right) ; Q$ is a random orthogonal matrix and $U$ is a $14 \times 14$ random orthogonal symplectic matrix. $\|B\|=10^{2}$ and $\|B\|^{2}=10^{4}$.

This example is supposed to test the numerical behavior when $B J B^{T}$ has (two) zero eigenvalues. The exact eigenvalues, the absolute errors for zero eigenvalues and the relative errors for nonzero eigenvalues are reported in Table 6.6.

In this example for zero eigenvalues SSVD gives the eigenvalues of order $\varepsilon$, while SQR, JAC, and HAM give answers about $\|B\|$ times bigger than SSVD $^{4}$. For nonzero

[^4]Table 6.6
Exact eigenvalues and errors for Example 3

| eigenvalue | rel $_{S S V D}$ | rel $_{S Q R}$ | rel $_{J A C}$ | $r^{2} l_{H A M}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 (double) | $1.7 \times 10^{-15}$ | $1.1 \times 10^{-14}$ | $5.7 \times 10^{-14}$ | $1.5 \times 10^{-13}$ |
| $\pm i 10^{-8}$ | $1.9 \times 10^{-11}$ | $8.9 \times 10^{-6}$ | $1.3 \times 10^{-5}$ | $5.9 \times 10^{-6}$ |
| $\pm i 10^{-4}$ | $5.7 \times 10^{-13}$ | $1.7 \times 10^{-9}$ | $4.1 \times 10^{-11}$ | $7.5 \times 10^{-10}$ |
| $\pm i$ | $1.3 \times 10^{-15}$ | $1.1 \times 10^{-13}$ | $1.1 \times 10^{-14}$ | $2.1 \times 10^{-13}$ |
| $\pm i 10^{4}$ | $1.8 \times 10^{-16}$ | $1.8 \times 10^{-16}$ | $1.3 \times 10^{-15}$ | $3.6 \times 10^{-16}$ |

eigenvalues, as in Example 1 SSVD gives the results with relative errors about $\frac{\|B\|}{\sqrt{\lambda}}$ times smaller than other methods.
In this example we did not test CSVD. Because in this case it is more complicated to compute the matrix $S$ by SQR and JAC, we did not compare the residuals and $\mathrm{err}_{S}$, res $_{S C F}$.
7. Conclusion. We have developed a numerical method to compute the SVDlike decomposition of a real matrix $B$. The method can be simply applied to compute the eigenvalues and canonical forms of the skew-symmetric matrix $B J B^{T}$ and the Hamiltonian matrix $J B^{T} B$. Unlike other numerical methods this method works only on the factor $B$. In this way the eigenvalues (particularly the small eigenvalues) of $B J B^{T}$ and $J B^{T} B$ can be computed more accurately. This has been demonstrated by the error bound and several numerical examples. The numerical examples also show that the symplectic matrix $S$ computed by the proposed method is more accurate.
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[^1]:    ${ }^{1}$ Here we use the Matlab forms to denote the entries, rows and columns of a matrix.

[^2]:    ${ }^{2}$ This is why we transform $B_{23}$ to a lower Hessenberg form. In upper bidiagonal case the $j$ th super-diagonal element of $B_{11} B_{23}^{T}$ is in a dot product form $B_{11}(j, j) B_{23}(j+1, j)+B_{11}(j, j+1) B_{23}(j+$ $1, j+1)$. It may happen that this dot product is small but all four elements are not small. When this happens, we have the difficulty to do the decoupling or deflation.

[^3]:    ${ }^{3}$ We actually use the Wilkinson shift, one of the eigenvalues of the tailing $2 \times 2$ principal submatrix of $B_{11} B_{23}^{T} B_{23} B_{11}^{T}$.

[^4]:    ${ }^{4}$ The matrix $J B^{T} B$ actually has two additional $2 \times 2$ Jordan blocks corresponding to zero eigenvalues. The corresponding eigenvalues computed by HAM are $\pm 8.37 \times 10^{-8} \pm 2.64 \times 10^{-7} i$.

